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Gabor’s expansion and the Zak transform
for continuous-time and discrete-time signals:
Critical sampling and rational oversampling

Martin J. Bastiaans

Abstract

Gabor’s expansion of a signal into a discrete set of shifted and modulated versions
of an elementary signal is introduced and its relation to sampling of the sliding-
window spectrum is shown. It is shown how Gabor’s expansion coefficients can be
found as samples of the sliding-window spectrum, where – at least in the case of
critical sampling – the window function is related to the elementary signal in such
a way that the set of shifted and modulated elementary signals is bi-orthonormal
to the corresponding set of window functions.

The Zak transform is introduced and its intimate relationship to Gabor’s signal
expansion is demonstrated. It is shown how the Zak transform can be helpful in
determining the window function that corresponds to a given elementary signal
and how it can be used to find Gabor’s expansion coefficients.

The continuous-time as well as the discrete-time case are considered, and, by
sampling the continuous frequency variable that still occurs in the discrete-time
case, the discrete Zak transform and the discrete Gabor transform are introduced.
It is shown how the discrete transforms enable us to determine Gabor’s expansion
coefficients via a fast computer algorithm, analogous to the well-known fast Fourier
transform algorithm.

Not only Gabor’s critical sampling is considered, but also the case of oversam-
pling by a rational factor. An arrangement is described which is able to generate
Gabor’s expansion coefficients of a rastered, one-dimensional signal by coherent-
optical means.
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1 Introduction

It is sometimes convenient to describe a time signal '.t/, say, not in the time
domain, but in the frequency domain by means of its frequency spectrum, i.e., the
Fourier transform N'.!/ of the function '.t/, which is defined by

N'.!/ D
Z
'.t/e� j!tdtI (1.1)

a bar on top of a symbol will mean throughout that we are dealing with a function in
the frequency domain. (Unless otherwise stated, all integrations and summations
in this paper extend from �1 to C1.) The inverse Fourier transformation takes
the form

'.t/ D 1

2³

Z
N'.!/e j!td!: (1.2)

The frequency spectrum shows us the global distribution of the energy of the signal
as a function of frequency. However, one is often more interested in the momentary
or local distribution of the energy as a function of frequency.

The need for a local frequency spectrum arises in several disciplines. It arises
in music, for instance, where a signal is usually described not by a time function nor
by the Fourier transform of that function, but by its musical score; indeed, when a
composer writes a score, he prescribes the frequencies of the tones that should be
present at a certain moment. It arises in optics: geometrical optics is usually treated
in terms of rays, and the signal is described by giving the directions (cf. frequencies)
of the rays (cf. tones) that should be present at a certain position (cf. time moment).
It arises also in mechanics, where the position and the momentum of a particle
are given simultaneously, leading to a description of mechanical phenomena in a
phase space.

A candidate for a local frequency spectrum is Gabor’s signal expansion. In
1946 Gabor [15] suggested the expansion of a signal into a discrete set of properly
shifted and modulated Gaussian elementary signals [5, 6, 7, 15, 16, 17]. A quotation
from Gabor’s original paper might be useful. Gabor writes in the summary:

Hitherto communication theory was based on two alternative methods
of signal analysis. One is the description of the signal as a function of
time; the other is Fourier analysis. ... But our everyday experiences
... insist on a description in terms of both time and frequency. ...
Signals are represented in two dimensions, with time and frequency
as co-ordinates. Such two-dimensional representations can be called
‘information diagrams,’ as areas in them are proportional to the number
of independent data which they can convey. ... There are certain
‘elementary signals’ which occupy the smallest possible area in the
information diagram. They are harmonic oscillations modulated by
a probability pulse. Each elementary signal can be considered as
conveying exactly one datum, or one ‘quantum of information.’ Any
signal can be expanded in terms of these by a process which includes
time analysis and Fourier analysis as extreme cases.
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Although Gabor restricted himself to an elementary signal that had a Gaussian
shape, his signal expansion holds for rather arbitrarily shaped elementary signals
[5, 6, 7].

We will restrict ourselves to one-dimensional time signals; the extension to
two or more dimensions, however, is rather straightforward. Most of the results
can be applied to continuous-time as well as discrete-time signals. We will treat
continuous-time signals in Sections 2, 3, and 4 (and also in Sections 7 and 9), and
we will transfer the concepts to the discrete-time case in Sections 5 and 6 (and also
in Section 8). To distinguish continuous-time from discrete-time signals, we will
denote the former with curved brackets and the latter with square brackets; thus
'.t/ is a continuous-time and '[n] a discrete-time signal. We will use the variables
in a consistent manner: in the continuous-time case, the variables t , m and T have
something to do with time, the variables !, k and � have something to do with
frequency, and the relation �T D 2³ holds throughout; in the discrete-time case,
the variables n, m and N have something to do with time, the variables � , k and 2
have something to do with frequency, and the relation2N D 2³ holds throughout.

In his original paper, Gabor restricted himself to a critical sampling of the time-
frequency domain; this is the case that we consider in Sections 2-6. In Section 2
we introduce Gabor’s signal expansion, we introduce a window function with the
help of which the expansion coefficients can be found, and we show a way how,
at least in principle, this window function can be determined. In Section 3 we
introduce the Zak transform and we use this transform to determine the window
function that corresponds to a given elementary signal in a mathematically more
attractive way. A more general application of the Zak transform to Gabor’s signal
expansion is described in Section 4. We translate the concepts of Gabor’s signal
expansion and the Zak transform to discrete-time signals in Section 5. In Section
6, we introduce – on the analogy of the well-known discrete Fourier transform – a
discrete version of the Zak transform; the discrete versions of the Fourier and the
Zak transform enable us to determine Gabor’s expansion coefficients by computer
via a fast computer algorithm.

In Section 7 we extend Gabor’s concepts to the case of oversampling, in
particular oversampling by a rational factor. We use the Fourier transform and the
Zak transform again to transform Gabor’s signal expansion into a mathematically
more attractive form and we show how a window function can be determined in
this case of oversampling by a rational factor. In Section 8 the discrete Gabor and
Zak transforms are considered again, but now with oversampling.

Finally, in Section 9, we will introduce an optical arrangement which is able to
generate Gabor’s expansion coefficients of a rastered, one-dimensional signal by
coherent-optical means.
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2 Gabor’s signal expansion

Let us consider an elementary signal g.t/, which may or may not have a Gaussian
shape. Gabor’s original choice was a Gaussian [15],

g.t/ D 2
1
4 e�³.t=T /2; (2.1)

where we have added the factor 2
1
4 to normalize .1=T /

R jg.t/j2dt to unity, but in
this paper the elementary signal may have a rather arbitrary shape; we will use
Gabor’s choice of a Gaussian-shaped elementary signal as an example only. From
the elementary signal g.t/, we construct a discrete set of shifted and modulated
versions gmk.t/ defined by

gmk.t/ D g.t �mT /e jk�t ; (2.2)

where the time shift T and the frequency shift� satisfy the relationship�T D 2³ ,
and where m and k may take all integer values. Gabor stated in 1946 that any
reasonably well-behaved signal '.t/ can be expressed in the form

'.t/ D
X

m

X
k

amkgmk.t/; (2.3)

with properly chosen coefficients amk. Thus Gabor’s signal expansion represents a
signal '.t/ as a superposition of properly shifted (over discrete distances mT ) and
modulated (with discrete frequencies k�) versions of an elementary signal g.t/.
We note that there exists a completely dual expression in the frequency domain; in
this paper, however, we will concentrate on the time-domain description.

Gabor’s signal expansion is related to the degrees of freedom of a signal: each
expansion coefficient amk represents one complex degree of freedom [8, 15]. If
a signal is, roughly, limited to the space interval jt j < 1

2
a and to the frequency

interval j!j < 1
2b, the number of complex degrees of freedom equals the number

of Gabor coefficients in the time-frequency rectangle with area ab, this number
being approximately equal to the time-bandwidth product ab=2³ . The reason for
Gabor to choose a Gaussian-shaped elementary signal was that for such a signal
each shifted and modulated version, which conveys exactly one degree of freedom,
occupies the smallest possible area in the time-frequency domain. Indeed, if
we choose the elementary signal according to Eq. (2.1), the ‘duration’ of such a
signal and the ‘duration’ of its Fourier transform – defined as the square roots of
their normalized second-order moments (see [24], Sect. 8-2) – read T=2

p
³ and

�=2
p
³ , respectively, and their product takes the minimum value 1

2 .
Two special choices of the elementary signal might be instructive. If we choose

a rectangular-shaped elementary signal such that g.t/ D 1 for � 1
2 T < t � 1

2 T
and g.t/ D 0 outside that time interval, then Gabor’s signal expansion has an
easy interpretation: we simply consider the signal '.t/ in successive time intervals
of length T and describe the signal in each time interval by means of a Fourier
series. In the case of a sinc-shaped elementary signal g.t/ D sin.³ t=T /=.³ t=T /
– and hence Ng.!/ D T for � 1

2� < ! � 1
2� and Ng.!/ D 0 outside that frequency
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interval – Gabor’s signal expansion has again an easy interpretation: we simply
consider the signal in successive frequency intervals of length � and describe the
signal in each frequency interval by means of the well-known sampling theorem
for band-limited signals.

For the rectangular- or sinc-shaped elementary signals considered in the previ-
ous paragraph, the discrete set of shifted and modulated versions of the elementary
signal gmk.t/ is orthonormal; in general, however, this need not be the case, which
implies that Gabor’s expansion coefficients amk cannot be determined in the usual
way. Let us consider two elements gmk.t/ and gnl.t/ from the (possibly non-
orthonormal) set of shifted and modulated versions of the elementary signal, and
let their inner product be denoted by dn�m;l�k ; henceZ

gŁnl.t/gmk.t/dt D dn�m;l�k D dŁm�n;k�l : (2.4)

It is easy to see that for Gabor’s choice of a Gaussian elementary signal the array
dmk takes the form

dmk D T .�1/mke� 1
2³.m

2 C k2/
; (2.5)

which does not have the form of a product of two Kronecker deltas TŽmŽk ; therefore,
the set of shifted and modulated versions of a Gaussian elementary signal is not
orthonormal.

Gabor’s expansion coefficients can easily be found, even in the case of a non-
orthonormal set gmk.t/, if we could find a window function w.t/ such that

amk D
Z
'.t/wŁmk.t/dt; (2.6)

where we have used, again, the short-hand notation [cf. Eq. (2.2)]

wmk.t/ D w.t � mT /e jk�t :

Such a window function should satisfy the two bi-orthonormality conditions [5, 6,
7] Z

wŁnl.t/gmk.t/dt D Žn�mŽl�k (2.7)

and X
m

X
k

wŁmk.t1/gmk.t2/ D Ž.t1 � t2/I (2.8)

we will show later that the first bi-orthonormality condition implies the second
one, so we can concentrate on the first one. The first bi-orthonormality condition
guarantees that if we start with an array of coefficients amk , construct a signal '.t/
via Eq. (2.3) and subsequently substitute this signal into Eq. (2.6), we end up with
the original coefficients array; the second bi-orthonormality condition guarantees
that if we start with a certain signal '.t/, construct its Gabor coefficients amk via
Eq. (2.6) and subsequently substitute these coefficients into Eq. (2.3), we end up
with the original signal. We thus conclude that the two equations (2.3) and (2.6)
form a transform pair.
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We remark that Eq. (2.6), with the help of which we can determine Gabor’s
expansion coefficients, is, in fact, a sampled version of the sliding-window spec-
trum [7, 10] (or complex spectrogram, or windowed Fourier transform, or short-
time Fourier transform), where the sampling appears on the time-frequency lattice
(mT; k�/ with �T D 2³ . In quantum mechanics this lattice is known as the Von
Neumann lattice [4, 21], but for obvious reasons we prefer to call it the Gabor lattice
in the context of this paper. Hence, whereas sampling the sliding-window spectrum
yields the Gabor coefficients, Gabor’s signal expansion itself can be considered
as a way to reconstruct a signal from its sampled sliding-window spectrum. The
name window function for the functionw.t/ that corresponds to a given elementary
signal g.t/ will thus be clear.

It is easy to see that the window functionw.t/ is proportional to the elementary
signal g.t/ if the set gmk.t/ is orthonormal. In the remainder of this section we
show a first way in which a window function can be found if the set gmk.t/ is
non-orthonormal. We therefore express the window function w.t/ by means of its
Gabor expansion [cf. Eq. (2.3)] with expansion coefficients cmk , say [5],

w.t/ D
X

m

X
k

cmk gmk.t/ (2.9)

and try to find the array of coefficients cmk . We therefore consider the first bi-
orthonormality condition (2.7)

ŽmŽk D
Z
wŁ.t/gmk.t/dt

and substitute from the Gabor expansion (2.9) for the window function, yielding

ŽmŽk D
Z "X

n

X
l

cŁnl g
Ł
nl.t/

#
gmk.t/dt :

We rearrange factors

ŽmŽk D
X

n

X
l

cŁnl

Z
gŁnl.t/gmk.t/dt

and substitute from Eq. (2.4)

ŽmŽk D
X

n

X
l

cŁnl dn�m;l�k D
X

n

X
l

cŁnl d
Ł
m�n;k�l :

The first bi-orthonormality relation thus leads to the conditionX
n

X
l

cnl dm�n;k�l D ŽmŽk ; (2.10)

in which the left-hand side has the form of a convolution of the given array dmk

with the array cmk that we have to determine. Equation (2.10) can be solved, in
principle, when we introduce the Fourier transform of the arrays according to

Nd
�

t

T
;
!

�

�
D
X

m

X
k

dmke� j .m!T � k�t/ (with �T D 2³/; (2.11)
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and a similar expression for Nc.t=T; !=�/. Note that these Fourier transforms are
periodic in the time variable t and the frequency variable ! with periods T and �,
respectively:

Nd
�

t

T
C m;

!

�
C k

�
D Nd

�
t

T
;
!

�

�
: (2.12)

Hence, in considering such Fourier transforms we can restrict ourselves to the
fundamental Fourier interval .� 1

2
T < t � 1

2
T;� 1

2
� < ! � 1

2
�/. The inverse

Fourier transformation reads

dmk D 1

2³

Z
T

Z
�

Nd
�

t

T
;
!

�

�
e j .m!T � k�t/dtd! (2.13)

and a similar expression for cmk ;
R

T Ðdt and
R
�
Ðd! denote integrations over one

period T and �, respectively. After Fourier transforming both sides of Eq. (2.10),
the convolution transforms into a product, and Eq. (2.10) takes the form

Nc
�

t

T
;
!

�

�
Nd
�

t

T
;
!

�

�
D 1: (2.14)

The function Nc.t=T; !=�/ can easily be found from the latter relationship, pro-
vided that the inverse of Nd.t=T; !=�/ exists, and inverse Fourier transforming
Nc.t=T; !=�/ [cf. Eq. (2.13)] then results in the array cmk that we are looking for.

Let us consider how things work out for Gabor’s choice of a Gaussian elemen-
tary signal. After Fourier transforming the array (2.5) we get

1

T
Nd
�

t

T
;
!

�

�
D �3.�t/�3.!T /C�3.�t/�2.!T /C�2.�t/�3.!T /��2.�t/�2.!T /;

(2.15)
with

�3.z/ D �3.zI e�2³/ D
X

m

e�2³m2
e j2mz (2.16)

and

�2.z/ D �2.zI e�2³/ D
X

m

e�2³.m C 1
2/

2
e j .2m C 1/z : (2.17)

The functions �.zI e�2³/ are known as theta functions [1, 31] with nome e�2³ . The
Fourier transform .1=T / Nd.t=T; !=�/ has been depicted in Fig. 1, where we have
restricted ourselves to the fundamental Fourier interval.

Note that the values of .1=T / Nd.t=T; !=�/ for .t D 1
2 T CmT , ! D 1

2�C k�/
read

1

T
Nd. 1

2 Cm; 1
2 C k/ D � 2

3 .0/

�
1� 2

�2.0/

�3.0/
� �

2
2 .0/

� 2
3 .0/

½
:

Since the nome equals e�2³ , we have the relation �2.0/=�3.0/ D
p

2�1 D tan.³=8/
(see [31], p. 525), and we conclude that Nd.t=T; !=�/ has (double) zeros for
.t D 1

2 T C mT , ! D 1
2� C k�/. Inversion of Nd.t=T; !=�/ in order to find

Nc.t=T; !=�/may thus be difficult.
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�

Figure 1: The Fourier transform Nd.t=T; !=�/=T in the case of a Gaussian ele-

mentary signal g.t/ D 2
1
4 e�³.t=T /2 .

Zeros of Nd.t=T; !=�/ not only prohibit an easy determination of the window
function w.t/, but they lead to another unwanted property: they enable us to
construct a (not identically zero) function Nz.t=T; !=�/ such that the product
Nz.t=T; !=�/ Nd.t=T; !=�/ [cf. Eq. (2.14)] vanishes. For a Gaussian elementary
signal, with zeros for .t D 1

2 T CmT; ! D 1
2�C k�/, we might choose

Nz
�

t

T
;
!

�

�
D
X

m

X
k

Ž

�
t

T
� 1

2 � m

�
Ž
�!
�
� 1

2 � k
�

z: (2.18)

Inverse Fourier transforming this function yields the array

zmk D .�1/mCkz; (2.19)

which is a homogeneous solution of Eq. (2.10). Hence, Gabor coefficients might
not be unique: if cmk are Gabor coefficients that determine the window function
w.t/, then cmk C zmk are valid Gabor coefficients, as well!

In the next section we will present a different and mathematically more attrac-
tive way to find the window function w.t/ that corresponds to a given elementary
signal g.t/.
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3 Zak transform

In this section we introduce the Zak transform [32, 33, 34] and we show its intimate
relationship to Gabor’s signal expansion. The Zak transform Q'.t; !I −/ of a signal
'.t/ is defined as a Fourier transformation of the sequence '.t C m−/ (with m
taking on all integer values and t being a mere parameter), hence

Q'.t; !I −/ D
X

m

'.t C m−/e� jm!− I (3.1)

we will throughout denote the Zak transform of a signal by the same symbol as
the signal itself, but marked by a tilde on top of it. We remark that the function
Q'.t; !I −/ is periodic in the frequency variable ! with period 2³=− and quasi-
periodic in the time variable t with quasi-period − :

Q'
�

t C m−; !C k
2³

−
I −
�
D Q'.t; !I −/e jm!− : (3.2)

Hence, in considering the Zak transform we can restrict ourselves to the fundamen-
tal Zak interval .� 1

2− < t � 1
2−;�³=− < ! � ³=−/. The inverse relationship of

the Zak transform (3.1) has the form

'.t C m−/ D −

2³

Z
2³=−

Q'.t; !I −/e jm!−d!I (3.3)

it will be clear that the variable t in Eq. (3.3) can be restricted to an interval of length
− , with m taking on all integer values. From the properties of the Zak transform
we mention Parseval’s energy theorem, which leads to the relationship

1

2³

Z
−

Z
2³=−

j Q'.t; !I −/j2dtd! D 1

−

Z
j'.t/j2dt : (3.4)

The Zak transform Q'.t; !I −/ provides a means to represent an arbitrarily long
one-dimensional time function (or one-dimensional frequency function) by a two-
dimensional time-frequency function on a rectangle with finite area 2³ . This
two-dimensional function Q'.t; !I −/ is known as the Zak transform, because Zak
was the first who systematically studied this transformation in connection with
solid state physics [32, 33, 34]. Some of its properties were known long before
Zak’s work, however. The same transform is called Weil-Brezin map and it is
claimed that the transform was already known to Gauss [28]. It was also used by
Gel’fand (see, for instance, [29], Chap. XIII); Zak seems, however, to have been
the first to recognize it as the versatile tool it is. The Zak transform has many
interesting properties and also interesting applications to signal analysis, for which
we refer to [18, 19]. In this section we will show how the Zak transform can be
applied to Gabor’s signal expansion.

We want to make an observation to which we will return later on in this paper.
Suppose that, for small − for instance, we can approximate a function g.t/ by the
piecewise constant function

g.t/ D
X

n

gnrect

�
t � n−

−

�
; (3.5)

8



where rect.x/ D 1 for � 1
2
< x � 1

2
and rect.x/ D 0 outside that interval. In the

time interval� 1
2− < t � 1

2− , the Zak transform Qg.t; !I −/ then takes the form

Qg.t; !I −/ D
X

n

gne� jn!− D Ng.!−/I (3.6)

note that this Zak transform does not depend on the time variable t , and that the
one-dimensional Fourier transform Ng.!−/ of the sequence gn arises. We remark
that Parseval’s energy theorem now leads to the relation

1

2³

Z
−

Z
2³=−
j Qg.t; !I −/j2dtd! D −

2³

Z
2³=−
j Ng.!−/j2d! D

X
n

jgnj2: (3.7)

We still have to solve the problem of finding the window function w.t/ that
corresponds to a given elementary signal g.t/ such that the two bi-orthonormality
conditions [Eqs. (2.7) and (2.8)] are satisfied. We consider again the first bi-
orthonormality condition (2.7)

ŽmŽk D
Z

g.−/wŁmk.−/d−

and apply a Fourier transformation [cf. Eq. (2.11)] to both sides of this condition,
yielding

1 D
X

m

X
k

�Z
g.−/wŁ.− � mT /e� j k�−d−

½
e� j .m!T � k�t/:

We rearrange factors

1 D
X

m

"Z
g.−/wŁ.− � mT /

 X
k

e� j k�.− � t/
!

d−

#
e� jm!T

and replace the sum of exponentials by a sum of Dirac functions

1 D
X

m

"Z
g.−/wŁ.− � mT /

 
T
X

n

Ž.− � t � nT /

!
d−

#
e� jm!T :

We rearrange factors again

1 D T
X

m

X
n

�Z
g.−/wŁ.− �mT /Ž.− � t � nT /d−

½
e� jm!T

and evaluate the integral

1 D T
X

m

X
n

g.t C nT /wŁ.t C [n �m]T /e� jm!T :

After a final rearranging of factors we find

1 D T
X

n

g.t C nT /e� jn!T
"X

m

wŁ.t C [n �m]T /e j .n � m/!T
#
D

9



D T

"X
n

g.t C nT /e� jn!T
#"X

m

w.t CmT /e� jm!T
#Ł
;

in which expression we recognize [see Eq. (3.1)] the definitions for the Zak trans-
forms Qg.t; !I T / and Qw.t; !I T/ of the two functions g.t/ and w.t/, respectively;
hence

T Qg.t; !I T/ QwŁ.t; !I T / D 1: (3.8)

The first bi-orthonormality condition (2.7) thus transforms into a product, enabling
us to find the window function w.t/ that corresponds to a given elementary signal
g.t/ in an easy way:

ž from the elementary signal g.t/ we derive its Zak transform Qg.t; !I T/ via
definition (3.1);

ž under the assumption that division by Qg.t; !I T/ is allowed, the function
Qw.t; !I T / can be found with the help of relation (3.8);

ž finally, the window functionw.t/ follows from its Zak transform Qw.t; !I T/
by means of the inversion formula (3.3).

It is shown in Appendix A that the window function w.t/ found in this way also
satisfies the second bi-orthonormality condition (2.8).

Let us consider Gabor’s choice of a Gaussian elementary signal again. The
Zak transform of a Gaussian reads

Qg.t; !IÞT/ D 2
1
4 e�³.t=T /2�3

�
Þ³� ŁI e�³Þ2

�
; (3.9)

where
�3.zI q/ D

X
m

qm2
e j2mz (3.10)

is a theta function again, in this case with nome q D e�³Þ2
, and where, for

convenience, we have set � D !=�C j t=T . The Zak transform Qg.t; !IÞT/ has
been depicted in Fig. 2 for several values of the parameter − D ÞT , where we have
restricted ourselves to the fundamental Zak interval. Note that for Þ � 1

3 , the Zak
transform Qg.t; !IÞT/ becomes almost independent of t , as we have mentioned
before.

In the case of a Gaussian elementary signal and choosing Þ D 1 (Gabor’s
original choice), the Zak transform of the window function takes the form

T Qw.t; !I T/ D 1

QgŁ.t; !I T/ D 2�
1
4 e³.t=T /2 1

�3.³� I e�³/ ; (3.11)

in which expression we have set again � D !=� C j t=T . In the fundamental
interval the function 1=�3.³� I e�³/ can be expressed as

1

�3.³� I e�³/ D
�

Ko

³

��3=2
"

c0 C 2
1X

mD1

.�1/mcm cos.2³m� /

#
; (3.12)
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Figure 2: The Zak transform Qg.t; !IÞT/ in the case of a Gaussian elementary

signal g.t/ D 2
1
4 e�³.t=T /2 for different values of − D ÞT :

(a) Þ D 2, (b) Þ D 1, (c) Þ D 1
2 , and (d) Þ D 1

3 .
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where the coefficients cm are defined by

cm D
1X

nD0

.�1/ne�³.n C 1
2
/.2m C n C 1

2
/ (3.13)

(see, for instance, [31], p. 489, Example 14); the constant Ko is the complete
elliptic integral for the modulus 1

2

p
2: Ko D 1:85407468 (see, for instance, [31],

p. 524). It is now easy to determine the window function w.t/ via the inversion
formula (3.3), yielding

Tw.t C mT / D 2�
1
4 e³.t=T /2

�
Ko

³

��3=2

.�1/mcm e2³m.t=T / (3.14)

with � 1
2 T < t � 1

2 T , and hence

Tw.t/ D 2�
1
4 e³.t=T /2

�
Ko

³

��3=2 1X
pC 1

2½jt=T j
.�1/pe�³.p C 1

2/
2

: (3.15)

The Gaussian elementary signal g.t/ and its corresponding window function Tw.t/
have been depicted in Fig. 3.

-2 -1 0 1 2 3 4 5 6 7 8
-2

-1.5

-1

-0.5

0

0.5

1

1.5

2

t
T

Figure 3: A Gaussian elementary signal g.t/ D 2
1
4 e�³.t=T /2 (dashed line) and

its corresponding window function Tw.t/ (solid line).

A practical way to represent this particular window function is in the form [20]

Tw.t/ D 2�
1
4

�
Ko

³

��3=2

.�1/me³[.t=T /2 � .m C 1
2/

2]

ð
1X

pDm

.�1/p�me�³[.p C 1
2
/2 � .m C 1

2
/2]
; (3.16)
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where m is the nonnegative integer defined by .m � 1
2
/T < jt j � .m C 1

2
/T . Since

the summation in the latter expression yields a result which is close to unity for
any value of m (0.998133 for m D 0, 0.999997 for m D 1, ... , 1 for m D1/, this
representation leads to the approximation

Tw.t/ ' 2�
1
4

�
Ko

³

��3=2

.�1/me³[.t=T /2 � .m C 1
2/

2] (3.17)

with m defined by .m � 1
2 /T < jt j � .m C 1

2 /T .
We mention the property that in the case of a Gaussian elementary signal,

whose Fourier transform has the same form as the elementary signal, the Fourier
transform of the corresponding window function has the same form as the window
function itself. Moreover, we note that for large positive r , the extrema of the
window function read

Tw.š[r C 1
2
]T / ' 2�

1
4

�
Ko

³

��3=2

.�1/r ; (3.18)

which implies that jw.t/j does not decrease with increasing value of jt j. More
properties of this particular window function can be found elsewhere [18].

Since the Zak transform Qg.t; !I T/ of the Gaussian elementary signal has
simple zeros for .t D 1

2 T C mT; ! D 1
2� C k�/, we can again construct a (not

identically zero) function

Qz.t; !I T / D
X

m

X
k

Ž

�
t

T
� 1

2 �m

�
Ž
�!
�
� 1

2 � k
�

z (3.19)

for which the product T Qg.t; !I T/QzŁ.t; !I T / [cf. Eq. (3.8)] vanishes. Thus, with
the help of the inversion formula (3.3), a function

z.t/ D zT
X

m

.�1/mŽ.t � 1
2 T � mT / (3.20)

occurs, which is a homogenous solution of the bi-orthonormality relation (2.7).
We conclude that if the Zak transform Qg.t; !I T/ of an elementary signal g.t/ has
zeros, the corresponding window function may not be unique: if w.t/ is a window
function, then w.t/C z.t/ is a proper window function, too.

Zeros in Qg.t; !I T / may be even worse. When we apply Parseval’s energy
theorem (3.4) to w.t/ and substitute from relation (3.8) we get

1

T

Z
jw.t/j2dt D 1

2³

Z
T

Z
�

j Qw.t; !I T/j2dtd! D 1

2³

Z
T

Z
�

1

jT Qg.t; !I T /j2 dtd!:

(3.21)
From this relationship we conclude that in the case of zeros in Qg.t; !I T /, the
corresponding window function w.t/ may not be quadratically integrable. This
consequence of zeros in Qg.t; !I T/ is even worse than the fact that the window
function is not unique; it may cause very bad convergence properties in the deter-
mination of Gabor’s expansion coefficients.
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4 Gabor transform and Zak transform for continuous-time
signals

Now that we have shown that, at least in principle, a window function w.t/ can
be found corresponding to a given elementary signal g.t/, we will focus again on
the two relations (2.3) and (2.6). These two relations form a transform pair, as has
been remarked before, and we will therefore associate more appropriate names for
these relations. We define the Gabor transform by means of relation (2.6)

amk D
Z
'.t/wŁmk.t/dtI

the Gabor transform thus yields the array of Gabor coefficients amk that corresponds
to a signal '.t/. The inverse Gabor transform will then be defined by relation (2.3)

'.t/ D
X

m

X
k

amkgmk.t/I

the inverse Gabor transform reconstructs the signal '.t/ from its array of Gabor
coefficients amk.

In Section 3 we have seen that the Zak transform can be helpful in determining
the window function w.t/ for a given elementary signal g.t/. In this section we
will study the possibility of applying the Zak transform to the Gabor transform and
its inverse.

Let us first apply a Fourier transformation [cf. Eq. (2.11)] to the array of Gabor
coefficients amk,

Na
�

t

T
;
!

�

�
D
X

m

X
k

amke� j .m!T � k�t/;

and let us substitute from the Gabor transform (2.6):

Na
�

t

T
;
!

�

�
D
X

m

X
k

�Z
'.−/wŁ.− �mT /e� j k�− d−

½
e� j .m!T � k�t/:

Along the same lines as the ones that we followed in deriving Eq. (3.8), we can
now proceed to express the latter relationship in the form

Na
�

t

T
;
!

�

�
D T Q'.t; !I T/ QwŁ.t; !I T/: (4.1)

Hence, the Gabor transform (2.6) can be transformed into the product form (4.1).
A product form can also be found for the inverse Gabor transform. If we apply

a Zak transformation [see Eq. (3.1)] to both sides of Eq. (2.3), we get

Q'.t; !I T / D
X

n

"X
m

X
k

amkg.t C nT �mT /e jk�t
#

e� jn!T :
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After rearranging factors
Q'.t; !I T / D

D
X

m

X
k

amke
� j .m!T � k�t/

"X
n

g.t C [n � m]T /e� j .n �m/!T
#
D

D
"X

m

X
k

amke
� j .m!T � k�t/

#"X
n

g.t C nT /e� jn!T
#
;

we immediately get the product relation

Q'.t; !I T/ D Na
�

t

T
;
!

�

�
Qg.t; !I T/: (4.2)

Now that we have found product forms for the Gabor transform and its inverse,
we have also found a different way of determining Gabor’s expansion coefficients
amk, without explicitly determining a window function w.t/:

ž from the signal '.t/ and the elementary signal g.t/ we derive their Zak
transforms Q'.t; !I T/ and Qg.t; !I T/, respectively, according to the definition
(3.1);

ž under the assumption that division by Qg.t; !I T/ is allowed, the function
Na.t=T; !=�/ can be found by means of the product relation (4.2);

ž finally, the expansion coefficients amk follow from the function Na.t=T; !=�/
with the help of the inverse Fourier transformation (2.13).

Again, we conclude that Gabor’s expansion coefficients may be non-unique in the
case that Qg.t; !I T/ has zeros. In that case homogeneous solutions zmk may occur
for which the Fourier transform Nz.t=T; !=�/ satisfies the relation

Nz
�

t

T
;
!

�

�
Qg.t; !I T/ D 0: (4.3)

Relation (4.3), which is similar to the product relation (4.2) with Q'.t; !I T / D 0,
can be transformed into the relationX

m

X
k

zmkgmk.t/ D 0; (4.4)

which is similar to relation (2.3) with '.t/ D 0. Relation (4.4) shows that certain
arrays of nonzero coefficients in Gabor’s signal expansion may yield a zero result.
We thus conclude that Gabor’s signal expansion may be non-unique: if the array
of coefficients amk yields the signal '.t/, then the array amk C zmk yields the same
signal.
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5 Gabor transform and Zak transform for discrete-time
signals

Until now we have only considered continuous-time signals. In this and the
following section we will extend the concepts of the Gabor transform and the Zak
transform to discrete-time signals [9].

Let us consider a discrete-time signal '[n]; to distinguish the discrete-time case
from the continuous-time case, we will use square brackets [ ] to denote a discrete-
time signal, whereas we used curved brackets ( ) to denote a continuous-timesignal.
The Fourier transform of a discrete-time signal is defined by

N'.�/ D
X

n

'[n]e� j�nI (5.1)

note that this Fourier transform is periodic in the frequency variable � with period
2³ . The inverse Fourier transformation reads

'[n] D 1

2³

Z
2³
N'.�/e j�nd�; (5.2)

where the integration extends over one period 2³ . As already expressed in the
introductory Section 1, we will consistently use n, m and N as time variables, � , k
and 2 as frequency variables, and the relation2N D 2³ holds throughout.

On the analogy of the Gabor transform (2.6) for continuous-time signals, we
introduce the Gabor transform for discrete-time signals

amk D
X

n

'[n]wŁmk[n] (5.3)

with the short-hand notation

wmk[n] D w[n � m N]e jk2n (5.4)

again [cf. Eq. (2.2)]; in the discrete-time case, the positive integer N and the
parameter 2 D 2³=N are the respective counterparts of T and � D 2³=T in the
continuous-time case. We remark that the Gabor transform amk for discrete-time
signals is an array that is periodic in the frequency variable k with period N ; this
periodicity in the Gabor transform, like the periodicity in the Fourier transform,
results from the discrete nature of the signal. On the analogy of the corresponding
relation (2.3) for continuous-time signals, the inverse Gabor transform for discrete-
time signals takes the form

'[n] D
X

m

X
kD<N>

amkgmk[n]; (5.5)

where the summation over k extends over one period N of the periodic array amk.
On the analogy of the continuous-time case we need the Fourier transform of

the array amk , which will be defined by [cf. Eq. (2.11)]

Na
�

n

N
;
�

2

�
D
X

m

X
kD<N>

amke� j .m�N � k2n/ (with 2N D 2³/; (5.6)
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where the summation over k extends again over one period N . We remark that
this Fourier transform is periodic in the (discrete) time index n with period N
and periodic in the (continuous) frequency variable � with period 2. The inverse
Fourier transform reads [cf. Eq. (2.13)]

amk D 1

2³

X
nD<N>

Z
2

Na
�

n

N
;
�

2

�
e j .m�N � k2n/d�; (5.7)

where the summation over n extends over one period N , and the integration over �
extends over one period2.

Furthermore we need the Zak transform for discrete-time signals, which will
be defined by [cf. Eq. (3.1)]

Q'.n; �I N/ D
X

m

'[n C m N]e� jm�N : (5.8)

The Zak transform in the discrete-time case is periodic in the (continuous) frequency
variable � with period 2 and quasi-periodic in the (discrete) time index n with
quasi-period N [cf. Eq. (3.2)]:

Q'
�

n C m N; � C k
2³

N
I N

�
D Q'.n; �I N/e jm�N : (5.9)

The inverse Zak transform now reads [cf. Eq. (3.3)]

'[n C m N] D N

2³

Z
2³=N

Q'.n; �I N/e jm�Nd�; (5.10)

where the time index n can be restricted to an interval of length N , with m taking
on all integer values.

Using the discrete-time equivalents of the Gabor transform, the Fourier trans-
form, and the Zak transform, it is not difficult to show that the Gabor transform
(5.3) can be transformed into the product form [cf. Eq. (4.1)]

Na
�

n

N
;
�

2

�
D N Q'.n; �I N/ QwŁ.n; �I N/ (5.11)

and the inverse Gabor transform (5.5) into the product form [cf. Eq. (4.2)]

Q'.n; �I N/ D Na
�

n

N
;
�

2

�
Qg.n; �I N/: (5.12)

Let us now consider Gabor’s choice of a Gaussian elementary signal g.t/
again, and let us consider a discrete-time version g[n] of the elementary signal,
symmetrically positioned with respect to the sampling grid on the t-axis with a
sampling distance T=N :

g[n] D g

�
n

T

N

�
D 2

1
4 e�³.n=N/2 .N odd/; (5.13)
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g[n] D g

�
[n C 1

2]
T

N

�
D 2

1
4 e�³.[n C 1

2]=N/2
.N even/: (5.14)

The corresponding Zak transforms Qg.n; �I N/ follow from substituting from Eqs.
(5.13) and (5.14) into Eq. (5.8) and read [cf. Eq. (3.9)]

Qg.n; �I N/ D 2
1
4 e�³.n=N/2�3.³�

ŁI e�³/ (with � D �=2C jn=N/ (5.15)

Qg.n; �I N/ D 2
1
4 e�³.[n C 1

2
]=N/2

�3.³�
ŁI e�³/ (with � D �=2C j [n C 1

2 ]=N/
(5.16)

for odd and even N , respectively. It is important to note that in the discrete-time
case the zeros of the theta function do not occur on a raster point! Hence, the Zak
transform Qg.n; �I N/ of a Gaussian elementary signal has no zeros.

Let us, for the sake of simplicity, take N odd, which implies that there is a
sampling point at t D 0. The corresponding window function w[n] then reads [cf.
Eq. (3.15)]

Nw[n] D 2�
1
4 e³.n=N/2

�
Ko

³

��3=2 1X
pC 1

2½jn=N j
.�1/pe�³.p C 1

2/
2
; (5.17)

or, in a different form [cf. Eq. (3.16)],

Nw[n] D 2�
1
4

�
Ko

³

��3=2

.�1/me³[.n=N/2 � .m C 1
2/

2]

ð
1X

pDm

.�1/p�me�³[.p C 1
2
/2 � .m C 1

2
/2]
; (5.18)

which form can be approximated by [cf. Eq. (3.17)]

Nw[n] ' 2�
1
4

�
Ko

³

��3=2

.�1/me³[.n=N/2 � .m C 1
2/

2]
; (5.19)

with m defined by .m� 1
2/N < jnj � .mC 1

2/N . We remark that for large positive
r , the extrema of the window function read

Nw[š.[rC 1
2
]N� 1

2
/] ' 2�

1
4

�
Ko

³

��3=2

.�1/re³[.r C 1
2 � 1=2N/2 � .r C 1

2/
2] D

D 2�
1
4

�
Ko

³

��3=2

.�1/re³[.1=2N/2 � .r C 1
2/=N] '

' 2�
1
4

�
Ko

³

��3=2

.�1/re�³.r=N/: (5.20)

Unlike in the continuous-time case, where jw.t/j did not decrease with increasing
value of jt j [see Eq. (3.18)], the function jw[n]j does eventually decrease expo-
nentially with increasing value of jnj. A similar result holds when N is chosen
even.
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6 Discrete Gabor transform and discrete Zak transform

In this section we will introduce discrete versions of the Gabor and the Zak trans-
form [2, 3, 22, 23, 25, 26, 27, 30] by sampling the continuous variable � that arises
both in the Fourier transform (5.6) and in the Zak transform (5.8) of discrete-time
signals. We start with the Fourier transform (5.6)

Na
�

n

N
;
�

2

�
D
X

m

X
kD<N>

amke� j .m�N � k2n/;

which is periodic in the discrete time index n with period N and periodic in the
continuous frequency variable � with period 2. We define the array Na[n; lI N;M]
as samples of this Fourier transform Na.n=N; �=2/

Na[n; lI N;M] D Na
�

n

N
;

l

M

�
D
X

m

X
kD<N>

amke
� j [m.2³=M/l � k.2³=N/n]I

(6.1)
thus we have sampled the frequency axis such that in each period of length2 there
appear M equally-spaced sampling points a distance 2=M apart. We then define
the array Amk as a kind of inverse Fourier transform [cf. Eq. (5.7)] of the array
Na[n; lI N;M] by

Amk D 1

M N

X
nD<N>

X
lD<M>

Na[n; lI N;M]e j [m.2³=M/l � k.2³=N/n]: (6.2)

We remark that, whereas the array amk is periodic in the frequency variable k with
period N but does not have a periodicity with respect to the time index m, the array
Amk is periodic in both the frequency variable k and the time index m with periods
N and M , respectively. It can easily be shown that the relation between Amk and
amk reads

Amk D
X

r

amCrM;k; (6.3)

from which relation we conclude that Amk is a summation of the array amk and all its
replicas shifted along the m-direction over distances r M .r D �1, ... ;C1/. Of
course, the array Na[n; lI N;M] can directly be expressed in the array Amk through
the relationship [cf. Eq. (6.1)]

Na[n; lI N;M] D
X

mD<M>

X
kD<N>

Amk e� j [m.2³=M/l � k.2³=N/n]: (6.4)

The latter relationship (6.4) between the arrays Na[n; lI N;M] and Amk is known
as the discrete Fourier transform, whereas the relation (6.2) is consequently called
the inverse discrete Fourier transform. It is important to note that if amk 6D 0 in
an m-interval of length M and vanishes outside that interval, the array amk is just
one period of the periodic array Amk and can thus be reconstructed from Amk and,
hence, from Na[n; lI N;M].
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We will now perform an analogous procedure for the Zak transform (5.8)

Q'.n; �I N/ D
X

m

'[n Cm N]e� jm�N ;

which, like the Fourier transform (5.6), is periodic in the continuous frequency
variable � with period2, as well. We define the array Q'[n; lI N;M] as samples of
this Zak transform Q'.n; �I N/

Q'[n; lI N;M] D Q'
�

n;
2

M
lI N

�
D
X

m

'[n C m N]e� jm.2³=M/l I (6.5)

thus we have again sampled the frequency axis such that in each period of length
2 there appear M equally-spaced sampling points a distance2=M apart. We then
define the function 8[n C m N] as a kind of inverse Zak transform [cf. Eq. (5.10)]
of the array Q'[n; lI N;M] by

8[n C m N] D 1

M

X
lD<M>

Q'[n; lI N;M]e jm.2³=M/l : (6.6)

It can easily be shown that the relationship

8[n] D
X

r

'[n C r M N] (6.7)

holds; thus,8[n] is a summation of the signal '[n] and all its replicas shifted over
distances r M N .r D �1, ... ;C1/. The sequence 8[n] is thus periodic in the
time index n with period M N . Of course, the array Q'[n; lI N;M] can directly be
expressed in the sequence 8[n] through the relationship [cf. Eq. (6.5)]

Q'[n; lI N;M] D
X

mD<M>

8[n C m N]e� jm.2³=M/l : (6.8)

On the analogy of the discrete Fourier transform (6.4), we shall call the latter
relationship (6.8) between the array Q'[n; lI N;M] and the sequence 8[n] the
discrete Zak transform, whereas the relation (6.6) will consequently be called the
inverse discrete Zak transform. It is important again to note that if '[n] 6D 0 in
an interval of length M N and vanishes outside that interval, the signal '[n] is just
one period of the periodic sequence8[n] and can thus be reconstructed from8[n]
and, hence, from Q'[n; lI N;M].

We are now prepared to sample the product form (5.11) of the Gabor transform
for discrete-time signals, leading to

Na[n; lI N;M] D N Q'[n; lI N;M] QwŁ[n; lI N;M]: (6.9)

Upon substituting the latter expression into the inverse discrete Fourier transform
(6.2), we get
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Amk D 1

M N

X
nD<N>

X
lD<M>

N Q'[n; lI N;M] QwŁ[n; lI N;M]

ðe j [m.2³=M/l � k.2³=N/n];

in which relation we substitute from the discrete Zak transform (6.8) for 8[n]

Amk D 1

M

X
nD<N>

X
lD<M>

" X
rD<M>

8[n C r N]e� j r.2³=M/l
#

ð QwŁ[n; lI N;M]e j [m.2³=M/l � k.2³=N/n]:

We rearrange factors

Amk D
X

nD<N>

X
rD<M>

8[n C r N]

"
1

M

X
lD<M>

Qw[n; lI N;M]e j .r �m/.2³=M/l
#Ł

ðe� j k.2³=N/n

and recognize [cf. Eq. (6.6)] the inverse discrete Zak transform of W[n]

Amk D
X

nD<N>

X
rD<M>

8[n C r N]WŁ[n C r N � m N]e� j k.2³=N/n :

If we introduce, on the analogy of Eq. (5.4), the short-hand notation

Wmk[n] D W[n �m N]e jk2n D W[n �m N]e jk.2³=N/n ; (6.10)

the coefficients Amk take the form

Amk D
X

nD<N>

X
rD<M>

8[n C r N]WŁmk[n C r N];

which finally leads to
Amk D

X
nD<M N>

8[n]WŁmk [n]: (6.11)

The latter relationship will be called the discrete Gabor transform. As we remarked
before, the discrete Gabor transform Amk shows – apart from the usual periodicity
with period N in the k-direction, due to the discrete nature of the signal – a
periodicity with period M in the m-direction.

The inverse of the discrete Gabor transform results from sampling the product
form (5.12) of the inverse of the Gabor transform for discrete-time signals, leading
to

Q'[n; lI N;M] D Na[n; lI N;M] Qg[n; lI N;M]: (6.12)

Upon substituting the latter expression into the inverse discrete Zak transform (6.6),
we get

8[n] D 1

M

X
lD<M>

Na[n; lI N;M] Qg[n; lI N;M];
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in which relation we substitute from the discrete Fourier transformation (6.4)

8[n] D 1

M

X
lD<M>

" X
mD<M>

X
kD<N>

Amk e� j [m.2³=M/l � k.2³=N/n]
#

ðQg[n; lI N;M]:

We rearrange factors

8[n] D
X

mD<M>

X
kD<N>

Amk

"
1

M

X
lD<M>

Qg[n; lI N;M]e� jm.2³=M/l
#

e jk.2³=N/n

and recognize [cf. Eq. (6.6)] the inverse discrete Zak transform of G[n]

8[n] D
X

mD<M>

X
kD<N>

Amk G[n � m N]e jk.2³=N/n :

With the short-hand notation [cf. Eq. (6.10)]

Gmk[n] D G[n � m N]e jk.2³=N/n ;

the inverse discrete Gabor transform thus reads

8[n] D
X

mD<M>

X
kD<N>

Amk Gmk[n]: (6.13)

What is the importance of having a discrete Gabor transform (6.11), whereas
we are in fact only interested in the coefficients of Gabor’s signal expansion and
thus in the normal Gabor transform (5.3)? Assume that the signal '[n] 6D 0 in
an interval of length N' and vanishes outside that interval, and that the window
function w[n] 6D 0 in an interval of length Nw and vanishes outside that interval;
then the coefficients of the (normal) Gabor expansion (5.3)

amk D
X

n

'[n]wŁmk[n]

can only be 6D 0 in an m-interval of length M , say, where M is the smallest integer
for which the relation M N ½ N' C Nw � 1 holds. Now take M such that M N ½
N' C Nw � 1 and construct the periodic signal sequence8[n] DPr '[n C r M N]
and the periodic window sequence W[n] D P

r w[n C r M N] according to Eq.
(6.7). In that case the array amk of the (normal) Gabor transform (5.3) can be
identified with one period of the array Amk of the discrete Gabor transform (6.11)

Amk D
X

nD<M N>

8[n]WŁmk [n]:

The array Amk (and thus amk/ can be computed via the discrete Zak transform
and the inverse discrete Fourier transform, and in computing these transforms we
can use a fast computer algorithm known as the fast Fourier transform (FFT).
Calculating the discrete Gabor transform Amk in such a way could be called the
fast discrete Gabor transform and is equivalent to the fast convolution well known
in digital signal processing. In detail we proceed as follows:
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ž from the signal '[n] and the window functionw[n] we determine – with the
use of a fast computer algorithm – their discrete Zak transforms Q'[n; lI N;M]
and Qw[n; lI N;M], respectively, via Eq. (6.5);

ž the discrete Fourier transform Na[n; lI N;M] follows from the product form
(6.9) of the discrete Gabor transform;

ž from the array Na[n; lI N;M] we determine – with the use of a fast computer
algorithm again – the inverse discrete Fourier transform Amk , according to
Eq. (6.2);

ž the array of Gabor expansion coefficients amk then follows as one period of
the periodic array Amk .

In general the signal '[n] does not vanish outside a certain interval or, if it does,
the interval can be too large. In that case we can apply overlap-add techniques
by splitting the signal '[n] in parts and treating all parts separately. In detail we
proceed as follows. We represent the signal '[n] as a sequence of partial signals
'.r/[n], where each partial signal vanishes outside an interval K ; hence,

'[n] D
X

r

'.r/[n] (6.14)

with

'.r/[n] D
²
'[n] for r N' � n � .r C 1/N' � 1
0 elsewhere.

(6.15)

Upon substituting the expansion (6.14) into the Gabor transform (5.3) we get

amk D
X

n

"X
r

'.r/[n]

#
wŁmk[n] D

X
r

"X
n

'.r/[n]wŁmk[n]

#
D
X

r

a.r/mk; (6.16)

where each partial Gabor transform

a.r/mk D
X

n

'.r/[n]wŁmk[n]

can be evaluated along the lines described in the previous paragraph. The last
summation in Eq. (6.16) must take into account, of course, the overlap between the
partial Gabor transforms.
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7 Oversampling by a rational factor

In his original paper, Gabor restricted himself to a critical sampling of the time-
frequency domain, where the expansion coefficients can be interpreted as inde-
pendent data, i.e., degrees of freedom of a signal. It is the aim of this section to
extend Gabor’s concepts to the case of oversampling, in which case the expansion
coefficients are no longer independent.

Let us consider an elementary signal g.t/ again, but let us now construct a
discrete set of shifted and modulated versions defined as [cf. Eq. (2.2)]

g.t � mÞT /e jkþ�t ; (7.1)

where the time shift ÞT and the frequency shift þ� satisfy the relationships
�T D 2³ and Þþ � 1, and where m and k may take all integer values. Gabor’s
signal expansion would then read [cf. Eq. (2.3)]

'.t/ D
X

m

X
k

amkg.t �mÞT /e jkþ�t : (7.2)

Gabor’s original signal expansion was restricted to the special case Þþ D 1, and
more particular Þ D þ D 1, in which case the expansion coefficients amk can be
identified as degrees of freedom of the signal. For Þþ > 1, the set of shifted
and modulated versions of the elementary signal is not complete and thus cannot
represent any arbitrary signal, while for Þþ < 1, the set is overcomplete which
implies that Gabor’s expansion coefficients become dependent and can no longer
be identified as degrees of freedom. In the special case Þþ D 1, it has been shown
in Section 3 how a window function w.t/ can be found such that the expansion
coefficients can be determined via the so-called Gabor transform, which now takes
the form [cf. Eq. (2.6)]

amk D
Z
'.t/wŁ.t � mÞT/e� j kþ�t dt : (7.3)

It is the aim of this section to show how a window function can be found when the
parameters Þ and þ satisfy the relation Þþ D q=p � 1, where p and q are positive
integers, p ½ q ½ 1.

In the case of oversampling (i.e., Þþ < 1), the relationship between the window
function w.t/ and the elementary signal g.t/ follows from substituting from the
Gabor transform (7.3) into Gabor’s signal expansion (7.2). After some manipula-
tion (see Appendix B) we get the condition

T

þ

X
m

wŁ
�

t C k
T

þ
� mÞT

�
g.t � mÞT / D Žk : (7.4)

In principle, a window function can be derived from a given elementary signal with
the help of Eq. (7.4); the way in which we should proceed, however, is not clear.

That a window function can be found in the case of oversampling is not
surprising. To see this let us consider the continuous analogues of Gabor’s signal
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expansion and the Gabor transform. The Gabor transform (7.3) can be considered
as a sampled version of the sliding-window spectrum s.t; !/ [7, 10] of the signal
'.t/, defined as

s.t; !/ D
Z
'.−/wŁ.− � t/e� j!− d−; (7.5)

where the sampling appears on the time-frequency lattice .t D mÞT; ! D kþ�/.
Gabor’s expansion coefficients follow from the sliding-window spectrum through
the relation amk D s.mÞT; kþ�/. It is well known that the signal '.t/ can be
reconstructed from its sliding-window spectrum s.t; !/ in many different ways,
one of them reading

'.−/

Z
jw.t/j2dt D 1

2³

Z Z
s.t; !/w.− � t/e j!− dtd!: (7.6)

It is not difficult to see that the latter signal representation is a continuous analogue
of Gabor’s signal expansion (7.2), and that it can be derived from this expansion by
letting the time step ÞT and the frequency step þ� tend to zero. In fact, the signal
representation (7.6) is identical to Gabor’s signal expansion (7.2) with an infinitely
dense sampling lattice. We conclude that in that limiting case, the window function
function w.t/ may be chosen proportional to the elementary signal g.t/. Later on
in this section we will derive a detailed transition from Gabor’s signal expansion
to its continuous analogue, by letting Þþ # 0.

Using the Fourier transform [cf. Eq. (2.11)] and the Zak transform [cf. Eq.
(3.1)], it can be shown (see Appendix C) that the Gabor transform (7.3) can be
transformed into the sum-of-products form

Na
�

x ; y C r

p

�
D ÞpT

q

ð
X

sD<q>

Q'
�
.x C s/

ÞpT

q
; y
�

Þ
IÞpT

�
QwŁ
�
.x C s/

ÞpT

q
;

�
y C r

p

½
�

Þ
IÞT

�
;

(7.7)
where the expression s D < q > is used throughout as a short-hand notation for
an interval of q successive integers .s D 0; 1; 2; :::; q � 1, for instance); due to
the periodicity of the Fourier transform and the Zak transform, any sequence of q
successive integers can be chosen. Note that in Gabor’s original case of critical
sampling (p D q D 1), Eq. (7.7) takes the simple product form [cf. Eq. (4.1)]

Na.x ; y/ D ÞT Q'
�

xÞT; y
�

Þ
IÞT

�
QwŁ
�

xÞT; y
�

Þ
IÞT

�
:

By using the Fourier transform and the Zak transform, it can also be shown
(see Appendix D) that Gabor’s signal expansion (7.2) can be transformed into the
sum-of-products form

Q'
�
.x C s/

ÞpT

q
; y
�

Þ
IÞpT

�
D
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D 1

p

X
rD<p>

Na
�

x ; y C r

p

�
Qg
�
.x C s/

ÞpT

q
;

�
y C r

p

½
�

Þ
IÞT

�
; (7.8)

where the expression r D < p > is used throughout as a short-hand notation for
an interval of p successive integers .r D 0; 1; 2; :::; p � 1, for instance); due to
the periodicity of the Fourier transform and the Zak transform, any sequence of p
successive integers can be chosen. Note that in Gabor’s original case of critical
sampling (p D q D 1), Eq. (7.8) takes the simple product form [cf. Eq. (4.2)]

Q'
�

xÞT; y
�

Þ
IÞT

�
D Na.x ; y/ Qg

�
xÞT; y

�

Þ
IÞT

�
:

We remark that, with r D < p >, the Fourier transform Na.x ; y/ is completely
determined by the p functions

ar.x ; y/ D Na
�

x ; y C r

p

�
; (7.9)

where the variable y extends over an interval of length 1=p. Likewise, with
s D< q >, the Zak transform Q'.xÞpT=q; y�=ÞIÞpT/ is completely determined
by the q functions

's.x ; y/ D Q'
�
.x C s/

ÞpT

q
; y
�

Þ
IÞpT

�
; (7.10)

where the variable x extends over an interval of length 1. Moreover, with
r D < p > and s D < q >, the Zak transforms Qg.xÞpT=q; y�=ÞIÞT/ and
Qw.xÞpT=q; y�=ÞIÞT/ are completely determined by the q ð p functions

gsr.x ; y/ D Qg
�
.x C s/

ÞpT

q
;

�
y C r

p

½
�

Þ
IÞT

�
(7.11)

and

wsr.x ; y/ D Qw
�
.x C s/

ÞpT

q
;

�
y C r

p

½
�

Þ
IÞT

�
; (7.12)

respectively, where x extends over an interval of length 1 and y over an interval of
length 1=p.

Let us now, for convenience, choose r D 0; 1; :::; p�1; the p functions ar.x ; y/
can then be combined into a p-dimensional column vector of functions

a D [a0.x ; y/ a1.x ; y/ ::: ap�1.x ; y/]T : (7.13)

Likewise, with s D 0; 1; :::; q � 1, the q functions 's.x ; y/ can be combined into
a q-dimensional column vector of functions

� D ['0.x ; y/ '1.x ; y/ ::: 'q�1.x ; y/]T : (7.14)
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Moreover, the q ð p functions gsr.x ; y/ and wsr.x ; y/ can be combined into the
(q ð p)-dimensional matrices of functions

G D

266664
g00.x ; y/ g01.x ; y/ : : : g0;p�1.x ; y/
g10.x ; y/ g11.x ; y/ : : : g1;p�1.x ; y/

: : : : : :

: : : : : :

gq�1;0.x ; y/ gq�1;1.x ; y/ : : : gq�1;p�1.x ; y/

377775 (7.15)

and

W D

266664
w00.x ; y/ w01.x ; y/ : : : w0;p�1.x ; y/
w10.x ; y/ w11.x ; y/ : : : w1;p�1.x ; y/

: : : : : :

: : : : : :

wq�1;0.x ; y/ wq�1;1.x ; y/ : : : wq�1;p�1.x ; y/

377775 ; (7.16)

respectively. With the help of these vectors and matrices, Eqs. (7.7) and (7.8) can
now be expressed in the elegant matrix-vector products

a D ÞpT

q
WŁ� (7.17)

and

� D 1

p
Ga; (7.18)

where, as usual, the asterisk in connection with vectors and matrices denotes com-
plex conjugation and transposition. Note that Eq. (7.17) represents p equations in
q unknowns, whereas Eq. (7.18) represents q equations in p unknowns. In the case
of oversampling (p > q ½ 1) the latter set of equations is thus underdetermined.

We will now prove that Gabor’s signal expansion (7.2) and the Gabor transform
(7.3) form a transform pair, by showing that for any elementary signal g.t/ a
window function w.t/ can be constructed. Instead of doing this by combining
Gabor’s signal expansion and the Gabor transform, which lead to Eq. (7.4), we will
use the results (7.17) and (7.18) derived above.

If we substitute from Eq. (7.17) into Eq. (7.18) we get

� D ÞT

q
GWŁ�;

which relation should hold for any arbitrary vector � [i.e., for any arbitrary signal
'.t/]. This condition immediately leads to the relationship

ÞT

q
GWŁ D Iq; (7.19)

where Iq is the (q ð q)-dimensional identity matrix.
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We remark that in Gabor’s original case of critical sampling (p D q D 1), the
matrices G and W reduce to scalars g00 and w00, respectively, and that Eq. (7.19)
takes the simple product form [cf. Eq. (3.8)]

ÞT g00w
Ł
00 D ÞT Qg

�
xÞT; y

�

Þ
IÞT

�
QwŁ
�

xÞT; y
�

Þ
IÞT

�
D 1:

In this case of critical sampling, the Zak transform of the window function could
thus be easily found, in principle, as the inverse of the Zak transform of the elemen-
tary signal, and the resulting window function would be unique. The occurrence of
zeros in the Zak transform of the elementary signal, however, prohibits such an easy
procedure. The problems caused by these zeros can be overcome by oversampling.

In the case of oversampling, the window function that corresponds to a given
elementary signal is not unique. This is in accordance with the fact that in the
case of oversampling the set of shifted and modulated versions of the elementary
signal is overcomplete, and that Gabor’s expansion coefficients are dependent and
can no longer be considered as degrees of freedom, as we have mentioned before.
In the case of oversampling, the general condition (7.19) enables us to construct
a window function w.t/ for a given elementary signal g.t/, by solving a set of
q ð q equations in q ð p unknowns. Since q < p, this set of equations is again
underdetermined.

Let us now consider Eqs. (7.18) and (7.19) in the general case of oversampling.
In that case we have q < p, which implies that G is not a square matrix and does
not have a normal inverse G�1, and that Eqs. (7.18) and (7.19) do not have unique
solutions. It is well known that, under the condition that rank(G) = q, the optimum
solutions in the sense of the minimum L2 norm can now be found with the help of
the so-called generalized (Moore-Penrose) inverse [12] G†, defined by

G† D GŁ.GGŁ/�1I (7.20)

note that GG† D Iq and that G†GGŁ D GŁ. The optimum solution Wopt then reads

Wopt D q

ÞT
.G†/Ł (7.21)

and the optimum solution aopt reads

aopt D p G†� D ÞpT

q
WŁ

opt�: (7.22)

Of course, if we proceed in this way, we will find, for any x and y, the minimum
L2 norm solutions for the matrix W and the vector a. It is not difficult to show,
however, that the minimum L2 norms of W and a correspond to the minimum
L2 norms of the Zak transform Qw.xÞpT=q; y�=ÞIÞT/ and the Fourier transform
Na.x ; y/, respectively, and thus, with the help of Parseval’s energy theorem, to the
minimum L2 norms of the window functionw.t/ and the array of Gabor coefficients
amk, respectively.

Instead of looking for the optimum solution Wopt in the sense of the minimum
L2 norm of W, we could as well look for the optimum solution WF in the sense
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of the minimum L2 norm of the difference W� F; in this way we would find the
matrix W that resembles best the matrix F. To find WF we proceed as follows

ÞT

q
GWŁ D Iq;

ÞT

q
G.W� F/Ł D Iq � ÞT

q
GFŁ;

ÞT

q
.WF � F/Ł D G†

�
Iq � ÞT

q
GFŁ

�
;

ÞT

q
WŁ

F D G† C ÞT

q
.Ip �G†G/FŁ

and hence
WŁ

F DWŁ
opt C .Ip �G†G/FŁ; (7.23)

where Ip is the (p ð p)-dimensional identity matrix.
An obvious choice for the matrix F would be a matrix that is proportional to

the matrix G. From Eq. (7.23) we then have

WŁ
G DWŁ

opt C .Ip �G†G/GŁ;

but the second term in the right-hand side of this relationship vanishes, due to the
fact that

.Ip �G†G/GŁ D GŁ �G†GGŁ D GŁ �GŁ D 0:

We thus reach the important conclusion that WG D Wopt ; hence, the window
functionwopt.t/ that has the minimum L2 norm is the same as the window function
wg.t/whose difference from the elementary signal g.t/ has the minimum L2 norm,
and resembles best this elementary signal.

In Fig. 4 we have depicted the Zak transforms of some window functions that
correspond to the Gaussian elementary signal (2.1) for different values of Þ and þ,
resulting in different values of oversampling p=q, while in Fig. 5 we have depicted
these window functions themselves. We remark that the resemblance between the
window function and the elementary signal increases with decreasing Þþ.

Let us finally consider the special case of integer oversampling (p > q D 1).
In that case the matrices G and W reduce to row vectors gT and wT , respectively,
and the L2 norm of G equals gŁg. Moreover, G† D .gŁg/�1gŁ D ÞTwŁopt . Let us
consider the L2 norm gŁg in the limiting case that ÞT # 0 and p!1:

gŁg D
p�1X
rD0

jg0r.x ; y/j2 D
p�1X
rD0

þþþþ Qg�xÞpT;

�
y C r

p

½
�

Þ
IÞT

�þþþþ2 :
Since Qg.t; !IÞT/ is almost independent of t for small values of ÞT , we might as
well write

gŁg '
p�1X
rD0

þþþþ Qg�t;

�
y C r

p

½
�

Þ
IÞT

�þþþþ2 ;
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Figure 4: The Zak transform Qw.t; !IÞT/ in the case of a Gaussian elementary

signal g.t/ D 2
1
4 e�³.t=T /2 for different values of oversampling:

(a) Þ D þ D p6=7; p=q D 7=6,
(b) Þ D þ D p2=3; p=q D 3=2,
(c) Þ D þ D p2=5; p=q D 5=2,
(d) Þ D þ D p2=7; p=q D 7=2.
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Figure 5: A Gaussian elementary signal g.t/ D 2
1
4 e�³.t=T /2 (dashed line) and

its corresponding window function .ÞT=q/w.t/ (solid line) for different values of
oversampling:
(a) Þ D þ D p6=7; p=q D 7=6,
(b) Þ D þ D p2=3; p=q D 3=2,
(c) Þ D þ D p2=5; p=q D 5=2,
(d) Þ D þ D p2=7; p=q D 7=2.
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and for large p this might as well be written as

gŁg '
p�1X
rD0

þþþþ Qg�t;
r

p

�

Þ
IÞT

�þþþþ2 :
In the limit of ÞT # 0 and p!1, we might as well write the latter expression in
the form

gŁg ' p

2³

Z
ÞT

Z
�=Þ

j Qg.t; !IÞT /j2dtd!;

which, with the help of Parseval’s energy theorem (3.4), can be expressed in the
form

gŁg ' p

ÞT

Z
jg.t/j2dt :

Since
g D ÞT .gŁg/wopt;

we finally conclude that

g.t/ '
�

p
Z
jg.t/j2dt

½
wopt.t/;

or

g.t/ ' wopt.t/

p
R jwopt.t/j2dt

: (7.24)

We can link these results to the continuous analogue (7.6) of Gabor’s signal ex-
pansion. Approximating the double integration in this continuous analogue by a
double summation we get

'.−/ ' ÞþR jw.t/j2dt

X
m

X
k

s.mÞT; kþ�/w.− � mÞT /e jkþ�− ;

which expression has indeed the form of a Gabor expansion [cf. Eq. (7.2)] with
expansion coefficients amk D s.mÞT; kþ�/ [cf. Eq. (7.5)] and with an elementary
signal g.t/ that is proportional to the window function [cf. Eq. (7.24)].

32



8 Discrete Gabor and Zak transforms with oversampling

In this section we apply the ideas of oversampling to the discrete Gabor expansion
and the discrete Gabor transform. In the general case of oversampling, the (discrete)
Gabor expansion for a discrete-time signal '[n] takes the form

'[n] D
X

m

X
kD<K>

amk g[n �m N]e j2³kn=K (8.1)

and the (discrete) Gabor transform reads

amk D
X

n

'[n]wŁ[n � m N]e� j2³kn=K : (8.2)

These formulas are similar to previous expressions for the Gabor expansion [cf.
Eqs. (5.5) and (6.13)] and the Gabor transform [cf. Eqs. (5.3) and (6.11)], except
that we have now chosen 2 D 2³=K instead of 2 D 2³=N , with K ½ N . The
case K D N corresponds to critical sampling, while for K > N we are dealing with
oversampling. For convenience, we introduce two integers p and q (p ½ q ½ 1)
that do not have common factors and for which the relationship pN D q K holds;
note that K=N D p=q ½ 1 represents the degree of oversampling.

It is the aim of this section to derive a relationship between the window function
w[n] and the elementary signal g[n] and to show how the array of Gabor coefficients
amk can be determined in the case of oversampling where, moreover, the window
function w[n] has a finite support Nw . For convenience, we consider signals '[n]
that have a finite support N' , too; in the case that we are dealing with signals of
longer (or even infinite) support, we can always split the signal in parts that do
have a finite support N' and treat all these parts separately, as we have mentioned
already in Section 6. Under these conditions of finite support, the array amk, which
is periodic in the k-variable, has a finite support M in the m-variable, where the
support M satisfies the condition

M N ½ N' C Nw � 1: (8.3)

We introduce, as before, the periodized version Amk of the array amk according
to [see Eq. (6.3)]

Amk D
X

r

amCrM;kI (8.4)

note again that the periodized array Amk is periodic in m (and k) with period M (and
K ), and that we can identify amk (which does not show a periodicity with respect
to m) as one period of Amk . Furthermore we introduce, as before, the periodized
version W[n] of the (finite support) window function w[n] according to [cf. Eq.
(6.7)]

W[n] D
X

r

w[n C r M N]I (8.5)

note that the periodized window function W[n] is periodic with period M N and
that we can identifyw[n] as one period of W[n]. It is easy to see that the periodized
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array Amk can be expressed in terms of the periodized window function W[n] via
a kind of Gabor transform [cf. Eq. (8.2)]:

Amk D
X

n

'[n]WŁ[n � m N]e� j2³kn=K : (8.6)

We could as well periodize the (finite support) signal '[n] according to [see
Eq. (6.7)]

8[n] D
X

r

'[n C r M N]I (8.7)

note that the periodized signal 8[n] is periodic with period M N and that we can
identify '[n] as one period of8[n]. If we substitute from Gabor’s signal expansion
(8.1) into Eq. (8.7) we get

8[n] D
X

r

"X
m

X
kD<K>

amk g[n C r M N �m N]e j2³k.n C r M N/=K
#
:

After arranging factors and requiring that K is a divisor of M N (and hence
e j2³kr.M N=K / D 1), we can write

8[n] D
X

m

X
kD<K>

amk

"X
r

g[n C r M N � m N]

#
e j2³kn=K :

After introducing the periodized version G[n] of the elementary signal g[n] [cf.
Eq. (8.5)], we can write

8[n] D
X

m

X
kD<K>

amk G[n � m N]e j2³kn=K ; (8.8)

which relationship has the form of a Gabor expansion [cf. Eq. (8.1)].
It is not difficult to show that we also have the relationships [cf. Eq. (6.13)]

8[n] D
X

mD<M>

X
kD<K>

Amk G[n � m N]e j2³kn=K (8.9)

and [cf. Eq. (6.11)]

Amk D
X

nD<M N>

8[n]WŁ[n �m N]e� j2³kn=K ; (8.10)

which are fully periodized versions of Gabor’s signal expansion (8.1) and the
Gabor transform (8.2), respectively. Equation (8.9) is known as the discrete Gabor
expansion [just like Eq. (6.13)], while Eq. (8.10) is known as the discrete Gabor
transform [just like Eq. (6.11)]; the difference with the previous definitions is only
caused by the oversampling K ½ N .

In the general case of oversampling, the discrete Fourier transform Na[n; lI K;M]
of the periodic array Amk is defined according to [cf. Eqs. (6.1) and (6.4)]

Na[n; lI K;M] D Na
�

n

K
;

l

M

�
D

X
mD<M>

X
kD<K>

Amk e� j2³.ml=M � kn=K /I
(8.11)
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note that the discrete Fourier transform Na[n; lI K;M] is periodic in the variables n
and l with periods K and M , respectively. The inverse discrete Fourier transform
then reads [cf. Eq. (6.2)]

Amk D 1

M K

X
nD<K>

X
lD<M>

Na[n; lI K;M]e j2³.ml=M � kn=K /: (8.12)

As before, the discrete Zak transform Qw[n; lI N;M] of the periodized window
function W[n] is defined as a one-dimensional discrete Fourier transform of the
sequence W[n C m N] (with m D < M > and n being a mere parameter), hence
[cf. Eq. (6.8)]

Qw[n; lI N;M] D
X

mD<M>

W[n C m N]e� j2³ml=M I (8.13)

after substituting from Eq. (8.5), it can easily be shown that the discrete Zak
transform can also be represented in the form [cf. Eq. (6.5)]

Qw[n; lI N;M] D
X

m

w[n C m N]e� j2³ml=M : (8.14)

We remark again that the discrete Zak transform Qw[n; lI N;M] is periodic in the
frequency variable l with period M and quasi-periodic in the time variable n with
quasi-period N :

Qw[n C m N; l C kMI N;M] D Qw[n; lI N;M]e j2³ml=M : (8.15)

The inverse relationship of the discrete Zak transform takes the form [cf. Eq. (6.6)]

W[n C m N] D 1

M

X
lD<M>

Qw[n; lI N;M]e j2³ml=M : (8.16)

We also introduce the discrete Zak transform of 8[n]

Q'[n; lI pN;M=p] D
X

mD<M=p>

8[n C mpN]e� j2³mpl=M ; (8.17)

where the condition that p is a divisor of M should hold. If we substitute from Eq.
(8.7), it is not difficult to see that we also have the relationship

Q'[n; lI pN;M=p] D
X

m

'[n CmpN]e� j2³mpl=M : (8.18)

From the condition that p is a divisor of M , we can write M D pL, where L is
an integer. From pN D q K and M D pL we conclude that M N D q K L, which
implies that K is a divisor of M N . The latter condition is exactly the condition that
should hold to be able to derive Eq. (8.8). Moreover, from pN D q K and knowing
that p and q do not have common factors, we also conclude that p is a divisor of
K ; hence we can write K D p J , where J is an integer. We thus conclude that K ,
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M , and N can be expressed in terms of the integers p, q (with p ½ q ½ 1, and p
and q not having common factors), J and L: K D p J , M D pL, and N D q J .

Using the discrete Fourier transform and the discrete Zak transform, it can be
shown (see Appendix E) that the discrete Gabor transform can be transformed into
the sum-of-products form

Na[n; l C r M=pI K;M] D

D K
X

sD<q>

Q'[n C s K; lI pN;M=p] QwŁ [n C s K; l C r M=pI N;M]; (8.19)

which is the discrete counterpart of Eq. (7.7). Note that in Gabor’s original case of
critical sampling (p D q D 1; K D N), Eq. (8.19) takes the simple product form
[see Eq. (6.9)]

Na[n; lI N;M] D N Q'[n; lI N;M] QwŁ[n; lI N;M]:

We remark that Eq. (8.19) enables us to calculate Gabor’s expansion coefficients
amk in a way that is completely different from the original definition (8.2).

ž We first determine the discrete Zak transform Q'[n C s K; lI pN;M=p] of
the signal '[n] by means of its definition (8.18). Since the discrete Zak
transform is essentially a discrete Fourier transform, this can be done with a
fast algorithm, especially if we choose M=p D L equal to a power of 2.

ž We then multiply the discrete Zak transform Q'[n C s K; lI pN;M=p] by
the discrete Zak transform QwŁ[n C s K; l C r M=pI N;M] of the window
function w[n]. Note that the determination of the discrete Zak transform of
the window function needs to be done only once, and that it can also be done
with a fast algorithm.

ž We sum over s D < q >. Note that this summation is not necessary if we
choose q D 1, i.e., in the case of integer oversampling K=N D p.

ž We then determine the periodized array Amk by means of the inverse discrete
Fourier transformation (8.12). Note that this can be done with a fast algorithm
again, especially if we choose K D p J and M D pL equal to powers of 2.

ž We finally recognize the array of Gabor coefficients amk as one period of the
periodic array Amk .

By using the discrete Fourier transform and the discrete Zak transform, it
can also be shown (see Appendix F) that the discrete Gabor expansion can be
transformed into the sum-of-products form

Q'[n C s K; lI pN;M=p] D

D 1

p

X
rD<p>

Na[n; l C r M=pI K;M] Qg[n C s K; l C r M=pI N;M]; (8.20)
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which is the discrete counterpart of Eq. (7.8). Note that in Gabor’s original case of
critical sampling (p D q D 1; K D N), Eq. (8.20) takes the simple product form
[see Eq. (6.12)]

Q'[n; lI N;M] D Na[n; lI N;M] Qg[n; lI N;M]:

We remark that, with r D< p >, the discrete Fourier transform Na[n; lI K;M]
is completely determined by the p functions

ar [n; l] D Na[n; l C r M=pI K;M]; (8.21)

where the variable l extends over an interval of length M=p. Likewise, with
s D< q >, the discrete Zak transform Q'[n; lI pN;M=p] is completely determined
by the q functions

's[n; l] D Q'[n C s K; lI pN;M=p]; (8.22)

where the variable n extends over an interval of length K . Moreover, with r D <
p > and s D < q >, the discrete Zak transforms Qg[n; lI N;M] and Qw[n; lI N;M]
are completely determined by the q ð p functions

gsr D Qg[n C s K; l C r M=pI N;M] (8.23)

and
wsr D Qw[n C s K; l C r M=pI N;M]; (8.24)

respectively.
Let us now, for convenience, choose r D 0; 1; :::; p�1; the p functions ar[n; l]

can then be combined into a p-dimensional column vector of functions

a D .a0[n; l] a1[n; l] ::: ap�1[n; l]/T : (8.25)

Likewise, with s D 0; 1; :::; q � 1, the q functions 's[n; l] can be combined into a
q-dimensional column vector of functions

� D .'0[n; l] '1[n; l] ::: 'q�1[n; l]/
T : (8.26)

Moreover, the q ð p functions gsr[n; l] and wsr[n; l] can be combined into the
(q ð p)-dimensional matrices of functions

G D

266664
g00[n; l] g01[n; l] : : : g0;p�1[n; l]
g10[n; l] g11[n; l] : : : g1;p�1[n; l]

: : : : : :

: : : : : :

gq�1;0[n; l] gq�1;1[n; l] : : : gq�1;p�1[n; l]

377775 (8.27)

and

W D

266664
w00[n; l] w01[n; l] : : : w0;p�1[n; l]
w10[n; l] w11[n; l] : : : w1;p�1[n; l]

: : : : : :

: : : : : :

wq�1;0[n; l] wq�1;1[n; l] : : : wq�1;p�1[n; l]

377775 ; (8.28)
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respectively. With the help of these vectors and matrices, Eqs. (8.19) and (8.20)
can be expressed in the elegant matrix-vector products [cf. Eqs. (7.17) and (7.18)]

a D K WŁ� (8.29)

and

� D 1

p
Ga; (8.30)

respectively. Note that Eq. (8.29) represents p equations in q unknowns, whereas
Eq. (8.30) represents q equations in p unknowns. In the case of oversampling
(p > q ½ 1) the latter set of equations is thus underdetermined.

We can now proceed along the same lines as the ones that we followed in
Section 7; we only have to replace the factor ÞpT=q by K [compare Eqs. (7.17)
and (8.29)], which is the same as replacing the (continuous-time) shifting distance
ÞT by the (discrete-time) shifting distance N . We thus find, for example, that
the optimum elementary signal gopt[n] that corresponds to a given (finite-support)
window functionw[n] can be found with the help of the relation KGopt D p.W†/Ł,
and that this optimum elementary signal gopt[n] resembles best the window function
w[n].

Let us, as an example, choose a Gaussian window function w[n] that is sym-
metrical around the point 1

2.N � 1/:

w[n] D e�.³=pN 2/.n � 1
2[N � 1]/2

: (8.31)

The discrete Zak transform Qw[n; lI N;M] of this function reads

Qw[n; lI N;M] D e�.³=pN 2/.n � 1
2 [N � 1]/2

�3

�
zI e�³=p

�
; (8.32)

where we have set

z D ³ l

M
� j³

1

p

 
n � 1

2 [N � 1]

N

!
:

We remark that the theta function �3.zI e�³=p/ has zeros for z D ³.k C 1
2/ �

j³.m C 1
2 /=p; hence, although a zero will not be reached for integer values of

n, the value of Qw[n; lI N;M] will be very small for l in the neighbourhood of
.k C 1

2 /M and n in the neighbourhood of m N � 1
2 . In Fig. 6 we have depicted the

discrete Zak transform Qw[n; lI N;M] for several values of the parameter p, with
N D M D 24.

The width of the Gaussian window function (8.31) is, roughly, N
p

p. It will be
clear that when we truncate the window function to an interval of length Nw where
Nw is much larger than N

p
p, the discrete Zak transform of this truncated window

function will almost be equal to the one of the untruncated window function.
We now apply the techniques outlined in this section to determine the elemen-

tary signal gopt[n] that corresponds to a truncated Gaussian window functionw[n]
[cf. Eq. (8.31)]. For convenience, we restrict ourselves to integer oversampling:
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Figure 6: The discrete Zak transform Qw[n; lI N;M] in the case of a Gaussian

window function w[n] D e�.³=pN/2.n � 1
2
[N � 1]/2 (with N D M D 24) for

different values of p: (a) p D 2, (b) p D 3, (c) p D 4.
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K=N D p ½ q D 1. Moreover, we choose N D M D 24. In Fig. 7 we have
depicted the discrete Zak transforms Qgopt[n; lI N;M] of the optimum elementary
signals gopt[n] for different values of the oversampling parameter p, while in Fig.
8 we have depicted these elementary signals themselves. We remark that the re-
semblance between the elementary signal and the window function increases with
increasing value of the oversampling parameter p.

-10 -5 0 5 10

0

5

10

15

20

0

0.005

0.01

0.015

0.02

0.025

0.03

j Qgopt[n; lI N;M]j

n
l

(a)

-10 -5 0 5 10

0

5

10

15

20

0

0.005

0.01

0.015

0.02

0.025

j Qgopt[n; lI N;M]j

n
l

(b)

-10 -5 0 5 10

0

5

10

15

20

0

0.005

0.01

0.015

0.02

0.025

j Qgopt[n; lI N;M]j

n
l

(c)

Figure 7: The discrete Zak transform Qgopt[n; lI N;M] in the case of a Gaussian

window function w[n] D e�.³=pN/2.n � 1
2
[N � 1]/2 (with N D M D 24) for

different values of oversampling p D K=N : (a) p D 2, (b) p D 3, (c) p D 4.

40



-100 -50 0 50 100 150 200

0

0.2

0.4

0.6

0.8

1

n
(a)

-100 -50 0 50 100 150 200

0

0.2

0.4

0.6

0.8

1

n
(b)

-100 -50 0 50 100 150 200

0

0.2

0.4

0.6

0.8

1

n
(c)

Figure 8: A Gaussian window functionw[n] D e�.³=pN/2.n � 1
2 [N � 1]/2 (with

N D 24, dashed line) and its corresponding optimum elementary signal gopt[n]
(solid line) for different values of oversampling p D K=N :
(a) p D 2, (b) p D 3, (c) p D 4.

41



9 Coherent-optical set-up

We finally describe a coherent-optical set-up with which Gabor’s expansion coef-
ficients of a rastered, one-dimensional signal can be generated.

We first note that Eq. (7.7) allows an easy determination of the array of Gabor
coefficients amk via the Zak transform, especially in the case of integer oversampling
(i.e. q D 1). Since we are in fact only dealing with Fourier transformations, Eq.
(7.7) enables a coherent-optical implementation. Let us therefore consider the
optical arrangement depicted in Fig. 6, and let us identify the two variables t and
! in the Zak transforms and the Fourier transform, as the x and y coordinates.
Moreover, let us, for the sake of convenience, take Þ D 1=p and þ D q D 1, with
which Eq. (7.7) reduces to

Na
�

t

T
;
!

�

�
D T Q'.t; p!I T/ QwŁ

�
t; p!I T

p

�
: (9.1)

Figure 9: Coherent-optical arrangement to generate Gabor’s expansion coefficients
of a rastered, one-dimensional signal.

A plane wave of monochromatic laser light is normally incident upon a trans-
parency situated in the input plane. The transparency contains the signal '.x/ in
a rastered format. With X being the width of this raster and p¼X (with ¼ > 0/
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being the spacing between the raster lines, the light amplitude 'i.xi; yi/ just behind
the transparency reads

'i.xi; yi/ D rect
�xi

X

�X
n

'.xi C n X/Ž.yi � np¼X/: (9.2)

An anamorphic optical system between the input plane and the middle plane
performs a Fourier transformation in the y-direction and an ideal imaging (with
inversion) in the x -direction. Such an anamorphic system can be realized as
shown, for instance, using a combination of a spherical and a cylindrical lens. The
anamorphic operation results in the light amplitude

'1.x ; y/ D
Z Z

'i.xi ; yi/e
� j
i yyi Ž.x � xi/dxi dyi D

D rect
� x

X

�
Q'.x ; p¼
i yI X/ (9.3)

just in front of the middle plane; the parameter 
i contains the effect of the wave
length ½ of the laser light and the focal length fi of the spherical lens: 
i D 2³=½ fi .
Note that in Eq. (9.3) we have introduced the Zak transform of '.x/, defined by
Eq. (3.1) with t replaced by x , ! replaced by p¼
i y, and − replaced by X .

A transparency with amplitude transmittance

m.x ; y/ D rect
� x

X

�
rect

� y

Y

�
X QwŁ

�
x ; p¼
i yI X

p

�
; (9.4)

where¼
i Y D 2³=X , is situated in the middleplane. Just behind this transparency,
the light amplitude takes the form

'2.x ; y/ D m.x ; y/'1.x ; y/ D rect
� x

X

�
rect

� y

Y

�
Na
� x

X
;

y

Y

�
; (9.5)

where use has been made of Eq. (9.1), with t replaced by x , ! replaced by ¼
i y,
and T replaced by X . Note that the aperture rect.x=X/rect.y=Y/ contains one
period of the periodic Fourier transform Na.x=X; y=Y/, p periods of the (periodic)
Zak transform Q'.x ; p¼
i yI X/, and p quasi-periods of the (quasi-periodic) Zak
transform QwŁ.x ; p¼
i yI X=p/.

One of the reasons for oversampling is the additional freedom in choosing
the window function w.t/. In particular, a window function can be chosen such
that it is mathematically well-behaved; this is usually not the case for the original
Gabor expansion with critical sampling. Indeed, since the Zak transform Qg of
a continuous, square integrable elementary signal g.t/ has zeros [18], the Zak
transform Qw D 1=T QgŁ [cf. Eq. (3.8)] of the corresponding window function w.t/
has poles, which reflects the bad behaviour of the window function. We remark
that in the case of oversampling .p > 1/ the Zak transform Qw.x ; p¼
i yI X=p/ can
be constructed such that it has no poles, and, hence, that a practical transparency
can indeed be fabricated!

Finally, a two-dimensional Fourier transformation is performed between the
middle plane and the output plane. Such a Fourier transformation can be realized
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as shown, for instance, using a spherical lens. The light amplitude in the output
plane then takes the form

'o.xo; yo/ D 1

X Y

Z Z
'2.x ; y/e� j
o.xox � yo y/dxdy D

D
X

m

X
k

amk sinc

�

o


i

xo

¼Y
� k

�
sinc

�

o


i

yo

¼X
� m

�
; (9.6)

where the sinc-function sinc.z/ D sin.³ z/=.³ z/ has been introduced; the param-
eter 
o, again, contains the effects of the wave length ½ of the laser light and the
focal length fo of the spherical lens: 
o D 2³=½ fo. We conclude that Gabor’s
expansion coefficients appear on a rectangular lattice of points

amk D 'o

�
k

i


o
¼Y;m


i


o
¼X

�
(9.7)

in the output plane.
We remark that it is not an essential requirement that the input transparency

consists of Dirac functions. When we replace the practically unrealizable Dirac
functions Ž.y � np¼X/ by realizable functions d.y � np¼X/, say, then Eq. (9.2)
reads

'i.xi ; yi/ D rect
�xi

X

�X
n

'.xi C n X/d.yi � np¼X/ (9.8)

and the light amplitude '1.x ; y/ just in front of the middle plane takes the form [cf.
Eq. (9.3)]

'1.x ; y/ D rect
� x

X

�
Q'.x ; p¼
i yI X/ Nd.
i y/: (9.9)

The additional factor Nd.
i y/ – the Fourier transform of d.y/ – can easily be
compensated for by means of a transparency in the middle plane.

The technique described in this section to generate Gabor’s expansion coeffi-
cients, fully utilizes the two-dimensional nature of the optical system, its parallel
processing features, and the large space-bandwidth product possible in optical
processing. The technique exhibits a resemblance to folded spectrum techniques,
where space-bandwidth products in the order of 300 000 are reported [13]. In the
case of speech processing, where speech recognition and speaker identification are
important problems, such a space-bandwidth product would allow us to process
speech fragments of about 1 minute.
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10 Conclusion

In this paper we have presented Gabor’s expansion of a signal into a discrete set
of properly shifted and modulated versions of an elementary signal. We have
also described the inverse operation – the Gabor transform – with which Gabor’s
expansion coefficients can be determined, and we have shown how the expansion
coefficients can be determined, even in the case that the set of elementary signals
is not orthonormal. The key solution was the construction of a window function
such that the discrete set of shifted and modulated versions of the window function
is bi-orthonormal to the corresponding set of elementary signals. Thus, we have
shown a strong relationship between Gabor’s expansion of a signal on the one hand
and sampling of the sliding-window spectrum of the signal on the other.

The Gabor lattice played a key role in the first part of this paper. It is the regular
lattice .t D mT; ! D k�/with �T D 2³ in the time-frequency domain, in which
each cell occupies an area of 2³ . The density of the Gabor lattice is thus equal
to the Nyquist density 1=2³ , which, as is well known in information theory, is
the minimum time-frequency density needed for full transmission of information.
Gabor’s expansion coefficients can then be interpreted as degrees of freedom of
the signal.

We have introduced the Zak transform and we have shown its intimate relation
to the Gabor transform. Not only did we consider the Gabor transform and the Zak
transform in the continuous-time case, but we have also considered the discrete-
time case. Furthermore, we have introduced the discrete Gabor transform and the
discrete Zak transform, by sampling the continuous frequency variable that still
occurred in the discrete-time case. The discrete transforms enable us to determine
Gabor’s expansion coefficients via a fast computer algorithm, analogous to the fast
Fourier transform algorithm well known in digital signal processing.

Using the Zak transform, we have seen that – at least for critically sampling
the time-frequency domain on the lattice .mT; k�/ – the Gabor transform, as
well as Gabor’s signal expansion itself, can be transformed into a product form.
Determination of the expansion coefficients via the product forms may be difficult,
however, because of the occurrence of zeros in the Zak transform. One way of
avoiding the problems that arise from these zeros is to sample the time-frequency
domain on a denser lattice .mÞT; kþ�/, with the product Þþ smaller than 1. In this
paper we have considered the special case Þþ D q=p, with p ½ q ½ 1. We have
shown that in this case of oversampling by a rational factor, the Gabor transform and
Gabor’s signal expansion can be transformed into sum-of-products forms. Using
these sum-of-product forms, it was possible to show that the Gabor transform and
Gabor’s signal expansion form a transform pair. The properties of denser lattices
have already been studied in many other papers [2, 3, 14, 22, 23, 25, 26, 27, 30, 35].

The process of oversampling introduces dependence between the Gabor co-
efficients; whereas these coefficients can be considered as degrees of freedom in
the case of critical sampling, they can no longer be given such an interpretation
in the case of oversampling. In controlling the dependence between the Gabor
coefficients, we were able to avoid the problems that arise from the occurrence
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of zeros in the Zak transform. In particular it was shown how the window func-
tion that appears in the Gabor transform, can be constructed from the elementary
signal that is used in Gabor’s signal expansion. The additional freedom caused
by oversampling, allowed us to construct the window function in such a way that
it is mathematically well-behaved. Moreover, it was shown that for a very large
oversampling the window function can become proportional to the elementary sig-
nal; this result is in accordance with the continuous analogue of Gabor’s signal
expansion.

Finally, a coherent-optical arrangement was described which is able to generate
Gabor’s expansion coefficients of a rastered, one-dimensional signal via the Zak
transform. The technique described there – which resembles folded spectrum
techniques – fully utilizes the two-dimensional nature of the optical system, its
parallel processing features, and the large space-bandwidth product possible in
optical processing. Due to the possibility of avoiding the problems that arise from
the occurrence of zeros in the Zak transform, the required optical transparency can
indeed be fabricated.

We conclude this paper by drawing attention to some related topics: the wavelet
transform of a signal and the way of representing a signal as a discrete set of
wavelets. There is some resemblance between these topics and the ones that
were presented in this paper. But, whereas the Gabor transform and the sliding-
window spectrum lead to a time-frequency representation of the signal, the wavelet
transform leads to a time-scale representation. And whereas the Gabor lattice is
linear both in the time and the frequency variable, the lattice that is used in the
wavelet representation is nonlinear. An excellent review of the wavelet transform
can be found in [14].
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Appendix A. The second bi-orthonormality condition (2.8)

We will show that the first bi-orthonormality condition (2.7), which in product
form reads [see Eq. (3.8)]

T QwŁ.t; !I T / Qg.t; !I T/ D 1;

implies the second bi-orthonormality condition (2.8)X
m

X
k

wŁmk.t1/gmk.t2/ D Ž.t2 � t1/:

We start with the left-hand side of the second bi-orthonormality condition (2.8)X
m

X
k

wŁmk.t1/gmk.t2/ D
X

m

X
k

wŁ.t1 � mT /e� j k�t1g.t2 � mT /e jk�t2:

After expressing the window function w.t1 � mT / by means of its Zak transform
Qw.t1; !I T / [cf. Eq. (3.3)], the latter expression takes the formX

m

X
k

�
1

�

Z
�

Qw.t1; !I T /e� jm!T d!

½Ł
e� j k�t1g.t2 � mT /e jk�t2:

We rearrange factors

X
k

e j k�.t2 � t1/ 1

�

Z
�

QwŁ.t1; !I T /
"X

m

g.t2 � mT /e jm!T
#

d!

and recognize [cf. Eq. (3.1)] the Zak transform Qg.t2; !I T / of the function g.t2/X
k

e j k�.t2 � t1/ 1

�

Z
�

QwŁ.t1; !I T / Qg.t2; !I T/d!:

We replace the sum of exponentials by a sum of Dirac functions

T
X

n

Ž.t2 � t1 � nT /
1

�

Z
�

QwŁ.t1; !I T / Qg.t2; !I T /d!

and replace the variable t2 in the integral by t1 C nT

T
X

n

Ž.t2 � t1 � nT /
1

�

Z
�

QwŁ.t1; !I T / Qg.t1 C nT; !I T/d!:

We use the quasi-periodicity property [cf. Eq. (3.2)] of the Zak transform Qg.t1; !I T /X
n

Ž.t2 � t1 � nT /
1

�

Z
�

T QwŁ.t1; !I T / Qg.t1; !I T /e jn!T d!

and substitute from the product form (3.8) of the first bi-orthonormality conditionX
n

Ž.t2 � t1 � nT /
1

�

Z
�

e jn!T d!:
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We evaluate the integral X
n

Ž.t2 � t1 � nT /Žn

and conclude that the expression reduces to the required Dirac function

Ž.t2 � t1/:

48



Appendix B. Derivation of condition (7.4)

In Gabor’s signal expansion (7.2) we substitute from the Gabor transform (7.3)

'.t/ D
X

m

X
k

�Z
'.t 0/wŁ.t 0 � mÞT /e� j kþ�t 0dt 0

½
g.t �mÞT /e jkþ�t

and require that this relationship should hold for any arbitrary signal '.t/. We
rearrange factors

'.t/ D
Z
'.t 0/

"X
m

wŁ.t 0 � mÞT /g.t �mÞT /

#"X
k

e� j kþ�.t 0 � t/
#

dt 0

and replace the sum of exponentials by a sum of Dirac functions

'.t/ D
Z
'.t 0/

"X
m

wŁ.t 0 �mÞT /g.t � mÞT /

#"
T

þ

X
k

Ž

�
t 0 � t � k

T

þ

�#
dt 0:

We rearrange factors again

'.t/ D T

þ

X
k

Z
'.t 0/

"X
m

wŁ.t 0 � mÞT /g.t �mÞT /

#
Ž

�
t 0 � t � k

T

þ

�
dt 0

and evaluate the integral

'.t/ D T

þ

X
k

'

�
t C k

T

þ

�"X
m

wŁ
�

t C k
T

þ
� mÞT

�
g.t � mÞT /

#
:

The latter relationship holds for any signal '.t/ if and only if the k D 0 term in the
summation over k is the only nonvanishing term, which immediately leads to the
condition

T

þ

X
m

wŁ
�

t C k
T

þ
� mÞT

�
g.t � mÞT/ D Žk ;

where Žk is a Kronecker delta, with Ž0 D 1 and Žk D 0 for k 6D 0.
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Appendix C. The sum-of-products form (7.7)

In the Fourier transform (2.11) of the array amk, we substitute from the Gabor
transform (7.3)

Na.x ; y/ D
X

m

X
k

�Z
'.t/wŁ.t � mÞT /e� j kþ�t dt

½
e� j2³.my � kx/

and rearrange factors

Na.x ; y/ D
X

m

"Z
'.t/wŁ.t �mÞT /

(X
k

e� j k.þ�t � 2³x/
)

dt

#
e� j2³my:

We replace the sum of exponentials by a sum of Dirac functions

Na.x ; y/ D
X

m

"Z
'.t/wŁ.t � mÞT /

(
T

þ

X
k

Ž

�
t � .x C k/

T

þ

�)
dt

#
e� j2³my

and rearrange factors again

Na.x ; y/ D T

þ

X
m

"X
k

Z
'.t/wŁ.t � mÞT /Ž

�
t � .x C k/

T

þ

�
dt

#
e� j2³my:

We evaluate the integral

Na.x ; y/ D T

þ

X
m

"X
k

'

�
.x C k/

T

þ

�
wŁ
�
.x C k/

T

þ
� mÞT

�#
e� j2³my

and rearrange factors again

Na.x ; y/ D T

þ

X
k

'

�
x

T

þ
C k

T

þ

�
e� j k.T=þ/y.�=Þ/

ð
"X

m

wŁ
�

x
T

þ
�
�

m � k

Þþ

½
ÞT

�
e� j [m � k=Þþ]ÞT y.�=Þ/

#
:

We replace 1=Þþ by p=q

Na.x ; y/ D T

þ

X
k

'

�
x

T

þ
C k

T

þ

�
e� j k.T=þ/y.�=Þ/

ð
"X

m

w

�
x

T

þ
�
�

m � k
p

q

½
ÞT

�
e j [m � k.p=q/]ÞT y.�=Þ/

#Ł
and replace the summation over k by a double summation over s and n through the
substitution k D nq C s, where s extends over an interval of length q
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Na.x ; y/ D T

þ

X
n

X
sD<q>

'

�
x

T

þ
C .nq C s/

T

þ

�
e� j .nq C s/.T=þ/y.�=Þ/

ð
"X

m

w

�
x

T

þ
�
�

m � .nq C s/
p

q

½
ÞT

�
e j [m � .nq C s/.p=q/]ÞT y.�=Þ/

#Ł
:

We substitute m � np by �k

Na.x ; y/ D T

þ

X
n

X
sD<q>

'

�
x

T

þ
C
�

n C s

q

½
q

T

þ

�
e� j [n C .s=q/].qT=þ/y.�=Þ/

ð
"X

k

w

�
x

T

þ
C
�

k C s
p

q

½
ÞT

�
e� j [k C s.p=q/]ÞT y.�=Þ/

#Ł
and rearrange factors, while using the relation Þp D q=þ

Na.x ; y/ D T

þ

X
sD<q>

X
n

'

�
.x C s/

T

þ
C nÞpT

�
e� jnÞpT y.�=Þ/

ð
"X

k

w

�
.x C s/

T

þ
C kÞT

�
e� j kÞT y.�=Þ/

#Ł
:

In the last expression we recognize the definitions [Eq. (3.1)] for the Zak transforms
Q'.x T=þ; y�=ÞIÞpT/ and Qw.x T=þ; y�=ÞIÞT/ of the signal'.t/ and the window
function w.t/, respectively, and can write

Na.x ; y/ D T

þ

X
sD<q>

Q'
�
.x C s/

T

þ
; y
�

Þ
IÞpT

�
QwŁ
�
.x C s/

T

þ
; y
�

Þ
IÞT

�
or, with 1=þ D Þp=q,

Na.x ; y/ D ÞpT

q

X
sD<q>

Q'
�
.x C s/

ÞpT

q
; y
�

Þ
IÞpT

�
QwŁ
�
.x C s/

ÞpT

q
; y
�

Þ
IÞT

�
:

We finally replace y by y C r=p and use the periodicity of the Zak transform
Q'.xÞpT=q; y�=ÞIÞpT/, which leads to the result

Na
�

x ; y C r

p

�
D ÞpT

q

ð
X

sD<q>

Q'
�
.x C s/

ÞpT

q
; y
�

Þ
IÞpT

�
QwŁ
�
.x C s/

ÞpT

q
;

�
y C r

p

½
�

Þ
IÞT

�
:
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Appendix D. The sum-of-products form (7.8)

In Gabor’s signal expansion (7.2) we substitute from the inverse Fourier transform
(2.13)

'.t/ D
X

m

X
k

�Z
1

Z
1

Na.x ; y/e j2³.my � kx/dxdy

½
g.t � mÞT /e jkþ�t

and rearrange factors
'.t/ D

D
Z

1

Z
1

Na.x ; y/

"X
m

g.t � mÞT /e j2³my
#"X

k

e� j k.2³x � þ�t/
#

dxdy:

We replace the sum of exponentials by a sum of Dirac functions and recognize the
Zak transform of the elementary signal g.t/ [cf. Eq. (3.1)]:

'.t/ D
Z

1

Z
1

Na.x ; y/ Qg
�

t; y
�

Þ
IÞT

�"X
k

Ž

�
x � þ

T
t C k

�#
dxdy:

We rearrange factors again and substitute from the periodicity property (2.12) of
Na.x ; y/

'.t/ D
Z

1

"X
k

Z
1

Na.x C k; y/Ž

�
x C k � þ

T
t

�
dx

#
Qg
�

t; y
�

Þ
IÞT

�
dy

and we replace the summation over k together with the integral over the finite
x -interval by an integral over the entire x -axis

'.t/ D
Z

1

�Z
Na.x ; y/Ž

�
x � þ

T
t

�
dx

½
Qg
�

t; y
�

Þ
IÞT

�
dy:

Evaluation of the resulting integral over x yields the intermediate result

'.t/ D
Z

1

Na
�
þ

T
t; y

�
Qg
�

t; y
�

Þ
IÞT

�
dy:

We now write down the definition of the Zak transform [cf. Eq. (3.1)]

Q'
�

x
T

þ
; yo

�

Þ
IÞpT

�
D

D Q'
�

x
T

þ
; yo

�

Þ
I q T

þ

�
D
X

n

'

�
.x C nq/

T

þ

�
e� jnq.T=þ/yo.�=Þ/

and substitute from the intermediate result above

Q'
�

x
T

þ
; yo

�

Þ
IÞpT

�
D
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D
X

n

�Z
1

Na
�
þ

T
.x C nq/

T

þ
; y

�
Qg
�
.x C nq/

T

þ
; y
�

Þ
IÞT

�
dy

½
ðe� jnq.T=þ/yo.�=Þ/:

We rearrange things, using the relation 1=þ D .p=q/Þ,

Q'
�

x
T

þ
; yo

�

Þ
IÞpT

�
D

D
X

n

�Z
1

Na.x C nq; y/ Qg
�

x
T

þ
C pnÞT; y

�

Þ
IÞT

�
dy

½
e� j2³pnyo

and use the periodicity property (2.12) of Na.x ; y/ and the quasi-periodicity property
of Qg.x T=þ; y�=ÞIÞT/ [cf. Eq. (3.2)]

Q'
�

x
T

þ
; yo

�

Þ
IÞpT

�
D

D
X

n

�Z
1

Na.x ; y/ Qg
�

x
T

þ
; y
�

Þ
IÞT

�
e j pny.�=Þ/ÞT dy

½
e� j2³pnyo :

We rearrange factors

Q'
�

x
T

þ
; yo

�

Þ
IÞpT

�
D
Z

1

Na.x ; y/ Qg
�

x
T

þ
; y
�

Þ
IÞT

�"X
n

e j2³np.y � yo/

#
dy

and replace the sum of exponentials by a sum of Dirac functions

Q'
�

x
T

þ
; yo

�

Þ
IÞpT

�
D

D
Z

1

Na.x ; y/ Qg
�

x
T

þ
; y
�

Þ
IÞT

�"
1

p

X
n

Ž

�
y � yo � n

p

�#
dy:

We replace the summation over n by a double summation over r and k through the
substitution n D kp C r , where r extends over an interval of length p

Q'
�

x
T

þ
; yo

�

Þ
IÞpT

�
D

D
Z

1

Na.x ; y/ Qg
�

x
T

þ
; y
�

Þ
IÞT

�"
1

p

X
k

X
rD<p>

Ž

�
y � yo � k � r

p

�#
dy

and rearrange factors

Q'
�

x
T

þ
; yo

�

Þ
IÞpT

�
D

D 1

p

X
rD<p>

"X
k

Z
1

Na.x ; y/ Qg
�

x
T

þ
; y
�

Þ
IÞT

�
Ž

�
y � k � yo � r

p

�
dy

#
:
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We use the periodicity of Na.x ; y/ and Qg.x T=þ; y�=ÞIÞT/

Q'
�

x
T

þ
; yo

�

Þ
IÞpT

�
D

D 1

p

X
rD<p>

"X
k

Z
1
Na.x ; y � k/ Qg

�
x

T

þ
; .y � k/

�

Þ
IÞT

�
Ž

�
y � k � yo � r

p

�
dy

#
and replace the summation over k together with the integral over the finite y-interval
by an integral over the entire y-axis

Q'
�

x
T

þ
; yo

�

Þ
IÞpT

�
D

D 1

p

X
rD<p>

Z
Na.x ; y/ Qg

�
x

T

þ
; y
�

Þ
IÞT

�
Ž

�
y � yo � r

p

�
dy:

Evaluation of the integral and replacing yo by y results in

Q'
�

x
T

þ
; y
�

Þ
IÞpT

�
D 1

p

X
rD<p>
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�

x ; y C r

p

�
Qg
�

x
T

þ
;

�
y C r

p

½
�

Þ
IÞT

�
or, with 1=þ D Þp=q,

Q'
�

x
ÞpT

q
; y
�

Þ
IÞpT

�
D 1

p

X
rD<p>
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�

x ; y C r

p

�
Qg
�

x
ÞpT

q
;

�
y C r

p

½
�

Þ
IÞT

�
:

We finally replace x by x C s and use the periodicity of the Fourier transform
Na.x ; y/, which leads to the result

Q'
�
.x C s/

ÞpT

q
; y
�

Þ
IÞpT

�
D

D 1

p

X
rD<p>
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�

x ; y C r

p

�
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�
.x C s/

ÞpT

q
;

�
y C r

p

½
�

Þ
IÞT

�
:
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Appendix E. The sum-of-products form (8.19)

In the discrete Fourier transform (8.11) of the array Amk , we substitute from the
Gabor transform (8.6)

Na[n; lI K;M] D

D
X

mD<M>

X
kD<K>

"X
n0
'[n 0]WŁ[n 0 �m N]e� j2³kn 0=K

#
e� j2³.ml=M � kn=K /

and rearrange factors
Na[n; lI K;M] D

D
X

mD<M>

"X
n0
'[n 0]WŁ[n 0 � m N]

( X
kD<K>

e� j2³k.n 0 � n/=K
)#

e� j2³ml=M :

We replace the sum of exponentials by a sum of Kronecker deltas

Na[n; lI K;M] D

D
X

mD<M>

"X
n0
'[n 0]WŁ[n 0 � m N]

(
K
X

k

Ž[n 0 � n � kK ]

)#
e� j2³ml=M

and rearrange factors again
Na[n; lI K;M] D

D K
X

mD<M>

"X
k

X
n0
'[n 0]WŁ[n 0 � m N]Ž[n 0 � n � kK ]

#
e� j2³ml=M :

We evaluate the summation over n 0

Na[n; lI K;M] D K
X

mD<M>

"X
k

'[n C kK ]WŁ[n C kK �m N]

#
e� j2³ml=M

and rearrange factors again

Na[n; lI K;M] D K
X

k

'[n C kK ]e� j2³kK .l=M N/

ð
" X

mD<M>

WŁ[n � .m � kK=N/N]e� j2³.m � kK=N/N.l=M N/
#
:

We replace K=N by p=q

Na[n; lI K;M] D K
X

k

'[n C kK ]e� j2³kK .l=M N/

ð
" X

mD<M>

W[n � .m � kp=q/N]e j2³.m � kp=q/N.l=M N/
#Ł
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and replace the summation over k by a double summation over s and n 0 through
the substitution k D n 0q C s, where s extends over an interval of length q

Na[n; lI K;M] D K
X

sD<q>

X
n0
'[n C s K C n 0q K ]e� j2³.n 0q C s/K .l=M N/

ð
" X

mD<M>

W[n � .m � n 0 p � sp=q/N]e j2³.m � n 0 p � sp=q/N.l=M N/
#Ł
:

We substitute m � n 0 p by �k

Na[n; lI K;M] D K
X

sD<q>

X
n0
'[n C s K C n 0q K ]e� j2³n 0q K .l=M N/

ð
" X

kD<M>

W[n C s K C kN]e� j2³kN.l=M N/
#Ł

and recognize the definitions (8.13) and (8.18) for the discrete Zak transforms
Q'[nCs K; lI pN;M=p] and Qw[nCs K; lI N;M] of the signal '[n] and the window
function w[n], respectively, leading to

Na[n; lI K;M] D K
X

sD<q>

Q'[n C s K; lI pN;M=p] QwŁ [n C s K; lI N;M]:

We finally replace l by l C r M=p and use the periodicity property of the discrete
Zak transform Q'[n C s K; lI pN;M=p], which leads to the result

Na[n; l C r M=pI K;M] D

D K
X

sD<q>

Q'[n C s K; lI pN;M=p] QwŁ [n C s K; l C r M=pI N;M]:
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Appendix F. The sum-of-products form (8.20)

In the discrete Gabor expansion (8.9) we substitute from the inverse discrete Fourier
transform (8.12)

8[n] D
X

mD<M>

X
kD<K>

"
1

M K

X
n0D<K>

X
lD<M>

Na[n 0; lI K;M]e j2³.ml=M � kn 0=K /
#

ðG[n � m N]e j2³kn=K

and rearrange factors

8[n] D 1

M K

X
n0D<K>

X
lD<M>

Na[n 0; lI K;M]

" X
mD<M>

G[n � m N]e j2³m N.l=M N/
#

ð
" X

kD<K>

e� j2³k.n 0 � n/=K /
#
:

We replace the sum of exponentials by a sum of Kronecker deltas and recognize
the discrete Zak transform of the elementary signal g[n] [cf. Eq. (8.13)]:

8[n] D 1

M K

X
n0D<K>

X
lD<M>

Na[n 0; lI K;M] Qg[n; lI N;M]

"
K
X

k

Ž[n 0 � n � kK ]

#
:

We rearrange factors again and substitute from the periodicity property of the
discrete Fourier transform Na[n 0; lI K;M]

8[n] D 1

M

X
lD<M>

"X
k

X
n0D<K>

Na[n 0 � kK; lI K;M]Ž[n0 � kK � n]

#
Qg[n; lI N;M]

and we replace the summation over k together with the summation over the finite
n 0-interval by a summation over all n 0

8[n] D 1

M

X
lD<M>

"X
n0
Na[n 0; lI K;M]Ž[n 0 � n]

#
Qg[n; lI N;M]:

Evaluation of the resulting summation over n 0 yields the intermediate result

8[n] D 1

M

X
lD<M>

Na[n; lI K;M] Qg[n; lI N;M]:

We now write down the definition of the discrete Zak transform (8.17)

Q'[n; lI pN;M=p] D
X

mD<M=p>

8[n C mpN]e� j2³mpN.l=M N/

and substitute from the intermediate result above

Q'[n; lI pN;M=p] D
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D
X

mD<M=p>

"
1

M

X
l0D<M>

Na[n C mpN; l0I K;M] Qg[n C mpN; l0I N;M]

#

ðe� j2³mpN.l=M N/:

We rearrange things, using the relation pN D q K ,

Q'[n; lI pN;M=p] D

D
X

mD<M=p>

"
1

M

X
l0D<M>

Na[n C mq K; l0I K;M] Qg[n C mpN; l0I N;M]

#

ðe� j2³mpN.l=M N/

and use the periodicity property of the discrete Fourier transform Na[n; l 0I K;M]
and the quasi-periodicity property of the discrete Zak transform Qg[n; l0I N;M]/

Q'[n; lI pN;M=p] D

D
X

mD<M=p>

"
1

M

X
l0D<M>

Na[n; l0I K;M] Qg[n; l0I N;M]e j2³mpN.l0=M N/
#

ðe� j2³mpN.l=M N/:

We rearrange factors

Q'[n; lI pN;M=p] D 1

M

X
l0D<M>

Na[n; l0I K;M] Qg[n; l0I N;M]

ð
" X

mD<M=p>

e j2³m.l0 � l/.p=M/
#

and replace the sum of exponentials by a sum of Kronecker deltas

Q'[n; lI pN;M=p] D 1

M

X
l0D<M>

Na[n; l0I K;M] Qg[n; l0I N;M]

ð
"

M

p

X
m

Ž[l0 � l � m M=p]

#
:

We replace the summation over m by a double summation over r and k through the
substitution m D kp C r , where r extends over an interval of length p

Q'[n; lI pN;M=p] D
X

l0D<M>

Na[n; l0I K;M] Qg[n; l0I N:M]

ð
"

1

p

X
k

X
rD<p>

Ž[l0 � l � kM � r M=p]

#
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and rearrange factors

Q'[n; lI pN;M=p] D 1

p

X
rD<p>"X

k

X
l0D<M>

Na[n; l0I K;M] Qg[n; l0I N;M]Ž[l0 � kM � l � r M=p]

#
:

We use the periodicity of the discrete Fourier transform Na[n; l0I K;M] and the
discrete Zak transform Qg[n; l0I N;M]

Q'[n; lI pN;M=p] D 1

p

X
rD<p>"X

k

X
l0D<M>

Na[n; l0 � kMI K;M] Qg[n; l0 � kMI N;M]Ž[l0 � kM � l � r M=p]

#
and replace the summation over k together with the summation over the finite
l0-interval by a summation over all l0

Q'[n; lI pN;M=p] D 1

p

X
rD<p>"X

l0
Na[n; l0I K;M] Qg[n; l0I N;M]Ž[l0 � l � r M=p]

#
:

Evaluation of the summation over l0 results in

Q'[n; lI pN;M=p] D 1

p

X
rD<p>

Na[n; l C r M=pI K;M] Qg[n; l C r M=pI N:M]

We finally replace n by n C s K and use the periodicity property of the discrete
Fourier transform Na[n; lI K;M], which yields the result

Q'[n C s K; lI pN;M=p] D

D 1

p

X
rD<p>

Na[n; l C r M=pI K;M] Qg[n C s K; l C r M=pI N;M]:
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